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1. Historic introduction
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A. Einstein establishes the field equation of general relativity

A. Einstein demonstrates that the linearised vacuum field equation admits wavelike so-
lutions which are rather similar to electromagnetic waves

A. Einstein derives the quadrupole formula according to which gravitational waves are
produced by a time-dependent mass quadrupole moment

H. Brinkmann finds a class of ezact wavelike solutions to the vacuum field equation, later
called pp-waves (“plane-fronted waves with parallel rays”) by J. Ehlers and W. Kundt

A. Einstein submits, together with N. Rosen, a manuscript to Physical Review in which
they claim that gravitational waves do not exist

After receiving a critical referee report, A. Einstein withdraws the manuscript with the
erroneous claim and publishes, together with N. Rosen, a strongly revised manuscript on
wavelike solutions (Finstein-Rosen waves) in the Journal of the Franklin Institute

F. Pirani gives an invariant (i.e., coordinate-independent) characterisation of gravitational
radiation

I. Robinson and A. Trautman discover a class of exact solutions to Einstein’s vacuum
field equation that describe outgoing gravitational radiation

J. Weber starts his (unsuccessful) search for gravitational waves with the help of resonant
bar detectors (“Weber cylinders”)

R. Hulse and J. Taylor (Nobel prize 1993) discover the binary pulsar PSR B1913+16 and
interpret the energy loss of the system as an indirect proof of the existence of gravitational
waves

The first laser interferometric gravitational wave detectors go into operation (GEOG6,

LIGO, VIRGO....)

BICEP2 finds evidence for the existence of primordial gravitational waves in the cosmic
background radiation



2. Brief review of general relativity

A general-relativistic spacetime is a pair (M, g) where:

M is a four-dimensional manifold; local coordinates will be denoted (z°, !, 22 2*) and Ein-
stein’s summation convention will be used for greek indices u, v, 0, ... = 0,1, 2,3 and for latin
indices i, 5, k, ... =1,2,3.

g is a Lorentzian metric on M, i.e. g is a covariant second-rank tensor field, g = g, dz" ® dz”,
that is

(a) symmetric, g, = gy, and

(b) non-degenerate with Lorentzian signature, i.e., for any p € M there are coordinates
defined near p such that g|, = —(dz®)? + (da')* + (dz?)* + (dz?)2.

We can, thus, introduce contravariant metric components by
9" gy = 05 -
We use ¢g" and g,, for raising and lowering indices, e.g.
gpr AT = A

P> Bug"" =B, .

The metric contains all information about the spacetime geometry and thus about the gravi-
tational field. In particular, the metric determines the following.

e The causal structure of spacetime:

A curve s — x(s) = (2%(s),z'(s),2%(s), 2%(s)) is

called
spacelike > 0
lightlike » <= g, (z(s))d"(s)i"(s) =
timelike <0 spacelike

Timelike curves describe motion at subluminal
speed and lightlike curves describe motion at the
speed of light. Spacelike curves describe motion at
superluminal speed which is forbidden for signals.

For a timelike curve, we usually use proper time 7 for the parameter which is defined by
v (2(7)) 2" (1) (1) = —c*.

A clock that shows proper time along its worldline is called a standard clock. All exper-
iments to date are in agreement with the assumptions that atomic clocks are standard
clocks.

The motion of a material continuum, e.g. of a fluid, can be described by a vector field
U = U*9, with g, U*U” = —c*. The integral curves of U are to be interpreted as the
worldlines of the fluid elements parametrised by proper time.



e The geodesics:

By definition, the geodesics are the solutions to the Euler-Lagrange equations

d 0L(x,x)  OL(x, %)

ds Oz Ozt =0

of the Lagrangian

Lz, @) = % G ()T

These Euler-Lagrange equations take the form
 + I, (x)2"s” = 0

where

IWVU = %gu‘r (anTO' + aag'ru - a‘rgua)

are the so-called Christoffel symbols.

The Lagrangian L(x, &) is constant along a geodesic (see Worksheet 1), so we can speak
of timelike, lightlike and spacelike geodesics. Timelike geodesics (£ < 0) are to be inter-
preted as the worldlines of freely falling particles, and lightlike geodesics (£ = 0) are to
be interpreted as light rays.

The Christoffel symbols define a covariant derivative that makes tensor fields into tensor
fields, e.g.
v, U =o,U" + 1", U,

V,A, = 0,4, —T?,A,.

In Minkowski spacetime (i.e., in the “flat” spacetime of special relativity), we can choose
coordinates such that g,, = 7n,, on the whole spacetime, where we have used the standard
abbreviation (7,,) = diag(—1,1,1,1). In this coordinate system, the Christoffel symbols
obviously vanish. Conversely, vanishing of the Christoffel symbols on an open neigh-
bourhood implies that the g, are constants; one can then perform a linear coordinate
transformation such that g,, = 7,.,.

e The curvature:

The Riemannian curvature tensor is defined, in coordinate notation, by

R e =010 — 07 ,e + 1717, = T7,,17,,.

This defines, indeed, a tensor field, i.e., if R",,, vanishes in one coordinate system, then
it vanishes in any coordinate system. The condition R",,, = 0 is true if and only if there
is a local coordinate system, around any one point, such that g,, = 7,, and I'*,, = 0 on
the domain of the coordinate system.

The curvature tensor determines the relative motion of neighbouring geodesics: If X =
X*9, is a vector field whose integral curves are geodesics, and if J = J"0, connects
neighbouring integral curves of X (i.e., if the Lie bracket between X and J vanishes),
then the equation of geodesic deviation or Jacobi equation holds:
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(X'V,)(X"V,)J7 = R, X J" X"

If the integral curves of X are timelike, they
can be interpreted as worldlines of freely
falling particles. In this case the curvature
term in the Jacobi equation gives the tidal
force produced by the gravitational field.

If the integral curves of X are lightlike, they
can be interpreted as light rays. In this case
the curvature term in the Jacobi equation
determines the influence of the gravitational
field on the shapes of light bundles.

Einstein’s field equation:

The fundamental equation that relates the spacetime metric (i.e., the gravitational field)
to the distribution of energy is Einstein’s field equation:

R
Ry — Egl“’ + Agw = KT

where

— R, = R% 5, is the Ricci tensor;
— R = R,,g" is the Ricci scalar;

— T, is the energy-momentum tensor which gives the energy density 7, U*U" for any

observer field with 4-velocity U* normalised to g, U*U" = —c?;

— A is the cosmological constant;

— k is Einstein’s gravitational constant which is related to Newton’s gravitational con-
stant G through x = 87G/c?.

Einstein’s field equation can be justified in the following way: One looks for an equation
of the form (Dg),, = T}, where D is a differential operator acting on the metric. One
wants to have Dg satisfying the following two properties:

(A) Dg contains partial derivatives of the metric up to second order.
(B) V*(Dg)u = 0.

Condition (A) is motivated by analogy to the Newtonian theory: The Poisson equation
is a second-order differential equation for the Newtonian gravitational potential ¢, and
the metric is viewed as the general-relativistic analogue to ¢ . Condition (B) is motivated
in the following way: For a closed system, in special relativity the energy-momentum
tensor field satisfies the conservation law 0T, = 0 in inertial coordinates. By the rule
of minimal coupling, in general relativity the energy-momentum tensor field of a closed
system should satisfy V#T),, = 0. For consistency, the same property has to hold for the
left-hand side of the desired equation.



D. Lovelock has shown in 1972 that these two conditions (A) and (B) are satisfied if and
only if Dg is of the form

R
(Dg)/u/ = (R;w - ggw/ + Aguu)

x|

with some constants A and &, i.e., if and only if the desired equation has indeed the form
of Einstein’s field equation.

For vacuum (7, = 0), Einstein’s field equation reads

R
R;w - 59;11/ + Aguu =0.

By contraction with ¢g"” this implies R = 4A, so the vacuum field equation reduces to
R/u/ = Agw/

Present-day cosmological observations suggest that we live in a universe with a positive
cosmological constant whose value is A ~ (10**m)~2 ~ (10'°ly)=2. As the diameter of
our galaxy is approximately 10°ly, for any distance d within our galaxy the quantity
d*A < 10722 is negligibly small. As a consequence, the A term can be safely ignored for
considerations inside our galaxy. Then the vacuum field equation takes the very compact
form
R, =0

which, however, is a complicated system of ten non-linear second-order partial differential
equations for the ten independent components of the metric.

Gravitational waves travelling through empty space are wavelike solutions of the equation
R, =0.



3. Linearised field equation around flat spacetime

In 1916 Einstein predicted the existence of gravitational waves, based on his linearised vacuum
field equation. In 1918 he derived his famous quadrupole formula which relates emitted gravi-
tational waves to the quadrupole moment of the source. In Chapters 3, 4 and 5 we will review
this early work on gravitational waves which is based on the [inearised Einstein theory around
flat spacetime. As a consequence, the results are true only for gravitational waves whose am-
plitudes are small. We will see that, to within this approximation, the theory of gravitational
waves is very similar to the theory of electromagnetic waves.

We consider a spacetime metric g, that takes, in appropriate coordinates, the form

G = Nuw + h,uu .

Here 7, denotes the Minkowski metric, i.e., the spacetime metric of special relativity, in inertial
coordinates,

() = diag(—1,1,1,1),
and the h,, are assumed to be so small that all expressions can be linearised with respect to the
h,, and their derivatives d,h,,,. In particular, it is our goal to linearise Einstein’s field equation
with respect to the h,, and their derivatives. This gives a valid approximation of Einstein’s
theory of gravity if the spacetime is very close to the spacetime of special relativity.

Our assumptions fix the coordinate system up to transformations of the form
at = T =al + A" + fH(x) (C)

where (A*,) is a Lorentz transformation, A*,A?,1,, = 1,,, and the f* are small of first order.

We agree that, in this chapter, greek indices are lowered and raised with 7, and 7", respec-
tively. Here n*” is defined by

77“11771/0 = 5g .
We write
h = hw,n’“/ = hu” = hY, .

Then the inverse metric ¢””is of the form

gup — ,r]z/p — hYP .

Proof: (7]“,, + huv) (n”” — h”p) = NN + hun™ — b + ... =060+ h,f — ht =
0f, where the ellipses stand for a quadratic term that is to be neglected, according to our
assumptions. O

We will now derive the linearised field equation. As a first step, we have to calculate the

Christoffel symbols. We find
1 1
ng (0,900 + OGop — 0o ) = 57}”” (0uhow + Ovhoy — Oshyp ) + ...

Thereupon, we can calculate the components of the Ricci tensor:.

I, =

R, = 0,07, —0,I", +... =

:_npa %‘I’ahap_ hu)__,r/p()' %4—0}@,”— hy):
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1 a
= 5(9u0uh = 0,0°hp, — O Dby + Ol ) -

Here, [0 denotes the wave operator (d’Alembert operator) that is formed with the Minkowski
metric,

O = 79,0, = 00, .

From the last expression we can calculate the scalar curvature:
1

R = ¢"R, = n"R, + ... = 577”” (0.0,h — 0,0°hy, — 0°0yhgy + Ohy, )
1
= 5( h — 8"0°hy, — 070 h,, + Oh) = Oh — 870" he,, .
Hence, the linearised version of Einstein’s field equation (without a cosmological constant)
8rG
2R, — Rguw = 25T, , /ﬁ:W—4
c

reads
0.0,h — 0,0°h,, — 0°0,hsy, + Ohyy — Ny (Dh — 8"87hm) =2rT, . (%)

This is a system of linear partial differential equations of second order for the h,,. It can be
rewritten in a more convenient form after substituting for h,, the quantity

h
2
As the relation between h,, and 7, is linear, our assumptions are equivalent to saying that

we linearise all equations with respect to the 7,, and the 0,7,,. In order to express the A, in
terms of the 7,,, we calculate the trace,

Y = h;u/ - mas

1
v= 77’”%1/ = h_§4h: —h,

i
h';u/ = Y — 577/u/ .

Upon inserting this expression into the linearised field equation (x), we find

1 1
_W - aﬂapfyf”/ + W - 8081/70# + W_'_
1 1
YO — 398 — (= DF = T e 4 3 T7) = 26T,

O — 0,0V — 0,0 Ypp + Ny 70 Vor = 26T, . (%)
This equation can be simplified further by a coordinate transformation (C) with a* = 0 and
AF, =61,
= ot + P (x)

where the f# are of first order. For such a coordinate transformation, we have obviously
dz" — da" + 0, f"dz”
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and thus
0, — 0, — 0,f70; .

Proof: (dx“ + 8pf“d:cp) (80 — d,fT@T) = dat(0,) + 0,f'dxP(0y) — OpfTdat(0;) + ... =
67 + O, uoE — Do 0

With the help of these equations, we can now calculate how the g,,, the h,,, and the v,, behave
under such a coordinate transformation:

uv = g(a“, au) = g(au - a,ufTaTv 0, — &Jfo&o) = Guv — aungTV - aufogucr )
h',uz/ =Gu — M = Guv — a,ungTV - aufog;w —Nw = h',uz/ - a,uanTu - aufo'r],ucr + ...

1 1
Y = h;u/ - §nuuh = h;u/ - aufl/ - al/fu - 577/u/ (h - QanT) = Y — aufl/ - aufu + nuuanT .

For the divergence of ,,, which occurs three times in (sx), this gives the following transfor-
mation behaviour:

8“7;111 = 8“7;11/ - aua,ufu _/H%_'_W: 8“7#1/ - Dfu .
This shows that, if it is possible to choose the f, such that
Of, = 8“’7#!/ )

then 0", is transformed to zero. Such a choice is, indeed, possible as the wave equation on
Minkowski spacetime,

D.f =@, )
has solutions for any ®,. This is well-known from electrodynamics. (Particular solutions are
the retarded potentials, see below.)

We have thus shown that, by an appropriate coordinate transformation, we can put the lin-
earised field equation (k%) into the following form:

Uy = 25T, .
Now the 7, have to satisfy the additional condition
Y =0

which is known as the Hilbert gauge. (Some other authors call it the Finstein gauge, the
de Donder gauge, or the Fock gauge.) The transformation of v, under a change of coordinates
is analogous to a gauge transformation of the four-potential A, in electrodynamics. Even after
imposing the Hilbert gauge condition, there is still the freedom to make coordinate transforma-
tions (C) with Of* = 0. In particular, the theory is invariant under Lorentz transformations.



The linearised Einstein theory is a
Lorentz invariant theory of the grav-
itational field on Minkowski space- lin. Einstein theory electrodynamics
time. It is very similar to Maxwell’s
vacuum electrodynamics, which is a
(linear) Lorentz invariant theory of Vo Ay
electromagnetic fields on Minkowski
spacetime. Of course, one has to

keep in mind that the linearised Ein- T Ty
stein theory is only an approxima-
tion; an exact Lorentz invariant the- Hilbert gauge 5”7,W =0 | Lorenz gauge d" A, =0

ory of gravity on Minkowski space-
time cannot be formulated. Einstein
and others tried this, without suc- Uy = =261, UA, = wo lju
cess, for several years before general
relativity came into existence.

The table illustrates the analogy. Here “electrodynamics” stands for “electrodynamics on
Minkowski spacetime in vacuum, G, = pgy 'r -

4. Gravitational waves in the linearised theory around flat spacetime
In this section we consider the linearised vacuum field equation in the Hilbert gauge,
Uyw = 0, MY = 0.

In analogy to the electrodynamical theory, we can write the general solution as a superposition
of plane harmonic waves. In our case, any such plane harmonic wave is of the form

V() = Re{Auyeikpxp }

with a real wave covector k, and a complex amplitude A4, = A,,.
Such a plane harmonic wave satisfies the linearised vacuum field equation if and only if

0 = 00,0, (x) = Re{n7" A, ik, ik ™"} .

This holds for all x, with (A4,,) # (0), if and only if

0 koky = 0.

In other words, (ko, k1, ke, k3) has to be a lightlike covector with respect to the Minkowski
metric. This result can be interpreted as saying that, to within the linearised Einstein theory,
gravitational waves propagate on Minkowski spacetime at the speed ¢, just as electromagnetic
waves in vacuum.
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Our plane harmonic wave satisfies the Hilbert gauge condition if and only if

0 = 00y (x) = Re{n'"Aik-e™"}

which is true, for all x = (20, 21, 2%, 23), if and only if

KA, =0  (H).

For a given k,, the Hilbert gauge condition restricts the possible values of the amplitude A,,,
i.e., it restricts the possible polarisation states of the gravitational wave. For electromagnetic
waves, it is well known that there are two polarisation states (“left-handed and right-handed”,
or “linear in z-direction and linear in y-direction”) from which all possible polarisation states
can be formed by way of superposition. We will see that also for gravitational waves there are
two independent polarisation states; however, they are of a different geometric nature which
has its origin in the fact that v,, has two indices while the electromagnetic four-potential A,
has only one.

In order to find all possible polarisation states of a gravitational wave, we begin by counting the
independent components of the amplitude: The A, form a (4 x 4)-matrix which has 16 entries.
As A, = A,,, only 10 of them are independent; the Hilbert gauge condition (H) consists of
4 scalar equations, so one might think that there are 6 independent components and thus six
independent polarisation states. This, however, is wrong. The reason is that we can impose
additional conditions onto the amplitudes, even after the Hilbert gauge has been chosen: The
Hilbert gauge condition is preserved if we make a coordinate transformation of the form

o o ot + M) mit Of* =0.
We can use this freedom to impose additional conditions onto the amplitudes A,,.

Claim: Assume we have a plane-harmonic-wave solution
'yw/(gj) = Re{ijeikpxp}

of the linearised vacuum field equation in the Hilbert gauge. Let (u*) be a constant four-velocity
vector, ), utu’ = —c¢*. Then we can make a coordinate transformation such that the Hilbert
gauge condition is preserved and such that

u'A,, =0, (T1)
A, =0, (T2)

in the new coordinates (TT gauge, transverse-traceless gauge).

Proof: We perform a coordinate transformation
ot =t + fH(x) fHx) = Re{iC“eikPwP}

with the wave covector (k,) from our plane-harmonic-wave solution and with some complex
coefficients C*. Then we have LJf* = 0, i.e., the Hilbert gauge condition is satisfied in the new
coordinates as well. We want to choose the C* such that in the new coordinates (T1) and (T2)
hold true. As a first step, we calculate how the amplitudes A, transform.
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We start out from the transformation behaviour of the +,, which was calculated above,

Y 7 Y — 8ufu - &qu + nuuapfp )

hence
Re{Auwe™™} = Re{(Au — iikCy — iik,Chy + muiik, C”) ™'} |

Apw = Ap + k,C, + E,C, — n,k, CP .

We want to choose the C), such that the equations

0 =u" (ANV + k‘uC,/ + k:VCp, — N kp Cp) ) (T]')

0= 0" (Aw + k.Cy + kG — 1k, C°) = ™ Ay — 2k,C7 (T2)

hold. To demonstrate that such a choice is possible, we choose the coordinates such that

S OO

() -
0

This can be done by a Lorentz transformation which, as a linear coordinate transformation,
preserves all the relevant properties of the coordinate system. Then the spatial part of the
desired condition (T1) reads:

(Tl) for v =7 Aoj + kon + ]{ZjCO =0 <~ Cj = — ]f(]_l(Aoj + ]ij(]) .

These equations show that the C; are determined by Cj. We will now check if the temporal
part of (T1) gives any restriction on Cj.

(T1) forv =0 : Ay + 2koCo + 17k, Cy, =0 <=

AO() +2/k’000—]£ﬁ/€6+ UijkiCj:O A
Aoy + ko Cy — ’/]Zj]fll{io_l (A0j+]€j00) =0 <~
Aoo—i—k‘oCo—Uijkik’o_lej—l-Uook’o%%yCQ =0 <

— ko Agy + T]ij ]{ZiAoj =0 <~

7"k, Aoy = 0.
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This is precisely the Hilbert gauge condition (H) that is satisfied by assumption. We have thus
found that (T1) fixes the C; in terms of C but leaves Cy arbitrary.

We now turn to the second desired condition (T2).
(TQ)ZHHVAMV+2]€000—277ijkiCj:O <
A+ 2k Co + 207 kiky ' (Agj + k;Co) = 0 =
A+ 2k Co + 20T kikgt Agy — 200 ko kg g Co = 0 =
Auu+4]€000+27]ijkik0_1140j =0 <=

— A“,u ]{?0 — 27]” kz AOj

Cy =
0 Ak2
If we choose Cj according to this equation, and then the C; as required above, (T1) and (T2)
are indeed satisfied in the new coordinates. 0J

In the TT gauge we have v = 0 and thus h,, = 7. As a consequence, the metric is of the
form

Juv = Nuw + Yuv s Y = Re{ijeik,ﬂc”}

and the amplitudes are restricted by the conditions

kKA, =0, u'A,, =0, A, = 0.
If we choose the coordinates such that
c w/c
0 0
(uu) 1ol (kp) - 0
0 w/c
which can be achieved by a Lorentz transformation, the amplitudes A, satisfy
(H) 0= KAy = = (Ao +4s)
(T1) 0=u"A, = cAy,
(T2) 0= ’/]‘uy Auy = —A(]o + AH + A22 + A33

in the TT gauge. In this representation, there are only two non-zero components of A

A = —Ap =t Ay = }A+‘€w>

L

A12 = A21 = AX = ‘Ax‘ew .

The fact that only the 1- and the 2-components are non-zero demonstrates that gravitational
waves are transverse. There are only two independent polarisation states, the plus mode (+)
and the cross mode (x).
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For the physical interpretation of these two modes we need the following result.

Claim: The 2°-lines, i.e. the worldlines z#(7) with ##(7) = u*, are geodesics.

Proof: From i#(7) = u* we find &#(7) = 0. The Christoffel symbols read

IWVU = %gu‘r (anTO' + aag'ru - a‘rgua) =

1

= 57#” (81/770 + 8077u - 877110) =

— %nufRe{ (z'k:,,Am + ik, A, — Z'kTAW)eikpxﬂ }

Hence

1 .
jﬂ_‘_Fl;oil’jV =0+ _n“TRe{ (ikyATouUuy +ikoATyuyuo—ikTAyauguy)elkpwp} =

In other words, the 2%-lines are the worldlines A
of freely falling particles. For any such particle

the (z!, 22, 23)-coordinates remain constant. This

does, of course, not mean that the gravitational

wave has no effect on freely falling particles. The 20
distance, as it is measured with the metric, be-
tween neighbouring 2°-lines is not at all constant.

We calculate the square of the distance between

the z%-line at the spatial origin (0,0,0) and a
neighbouring z%-line at (x!, 22, 23) for the case that

the 2 are so small that the metric can be viewed

as constant between 0 and z°.

9:(2°,0,0,0) (z' — 0) (z/ — 0) = p
= (mij + 75(2°,0,0,0) ) 2’2/ = §;;2' 27 + Re{Aijxixjeikomo} _
— 6ij o Re{A+ ((1,1)2 _ ($2)2)6_M} + Re{2 Ay 2! l,2e—iwt} _

= g 2" 1) + }A+} ((x1)2 — (a:z)z) cos(go — wt) + 2 }AX ‘ zt 2? cos(¢ — wt) .

The last equation demonstrates what happens to particles that are arranged on a small spherical
shell and then released to free fall: Both the plus mode and the cross mode of the gravitational
wave produce a time-periodic elliptic deformation in the plane perpendicular to the propagation
direction. For the plus mode, the principal axes of the ellipse coincide with coordinate axes,
for the cross mode they are rotated by 45 degrees. This explains the origin of the names “plus

mode” and “cross mode”.
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Plus mode (A #0, Ay =0):

A
:, ? —-— >
\ / xt x!
wt = @ wt =+ 7
Cross mode (A, =0, A, #0):
te H
/I \\ > ‘l : »
4 | I’l \ J I’l
wt =1 wt=v +7

T 4»
//I :L‘l
wt =+ 27
; —
\ // I‘l
wt =19+ 2w

The motion of test paticles under the influence of a gravitational wave can also be derived
as a solution of a differential equation. We will derive this differential equation, which is a
specification to the situation at hand of the Jacobi equation, in Worksheet 2. It will show that
the “driving force” that generates the change of distances between neighbouring free particles

is the curvature tensor.

We have found, as our main result, that a gravitational wave produces a change of the distances
between freely falling particles in the plane perpendicular to the propagation direction. There
are two types of gravitational wave detectors that try to measure this effect :

e Resonant bar detectors: The first gravitational wave detectors of this type were de-
veloped by J. Weber in the 1960s. They were aluminium cylinders of about 1.5 m length.
A gravitational wave of an appropriate frequency would excite a resonant oscillation of
such a cylinder. With the uprise of laser interferometric gravitational wave detectors, the
bar detectors have lost their relevance. However, some of them are still used.
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e Laser interferometric gravitational wave detectors: They are Michelson interfero-
meters with an effective arm length of a few hundred meters at least. An incoming
gravitational wave would influence the distance between the mirrors and also the path of
the light beam inside the interferometer. Both effects produce a change in the interference
pattern. Several such detectors are in operation since the early 2000s, e.g. GEO600 (near
Hannover, the effective arm length is 600 meters) and LIGO (USA, three interferometers
at two sites, the effective arm length is 2 kilometers and 4 kilometers, respectively). A
space-borne interferometer (originally called LISA and planned with 5 million kilometers
arm length) might be launched around 2034.

We will discuss both types of gravitational wave detectors in greater detail below.

As an aside, we mention that the wave equation for v,, and its solutions in the TT gauge are
a possible starting point for quantising the gravitational field. The resulting quanta, called
gravitons, have spin 2. This is related to the transformation behaviour of the solutions in the

TT gauge under spatial rotations about the propagation direction. The latter will be calculated
in Worksheet 3.

5. Generation of gravitational waves

We will now discuss what sort of sources would produce a gravitational wave. We will see that,
in the far-field approximation, the gravitational wave field is determined by the second time-
derivative of the quadrupole moment of the source. In other words, gravitational radiation
predominantly is quadrupole radiation. By contrast, it is well known that electromagnetic
radiation predominantly is dipole radiation.

5.1 The far-field approximation of a gravitational wave

We consider the linearised field equation in the Hilbert gauge,
" = 2k TH | oM =0.

For given T}, the general solution to this inhomogeneous wave equation is the general solution
to the homogeneous wave equation (superposition of plane harmonic waves) plus a particu-
lar solution to the inhomogeneous equation. Such a particular solution can be written down
immediately by analogy with the retarded potentials from electrodynamics:

1 [ 2xTr(ct — |7 =7|, 7" ) d*
(et ) = — . RP
7 (et 7) 47?/ 7 — 7] (RP)
R3
Here and in the following we write
2 = ct, (2% 2°) = 7, r = |7|
and d37” is the volume element with respect to the primed coordinates, d37 = da'' da'? dz'> .

By differentiating twice one easily verifies that the v* from (RP) satisfy, indeed, the equation
Ly = 2kTH .
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The general solution to the inhomogeneous wave equation is given by adding an arbitrary
superposition of plane-harmonic waves that satisfy the homogeneous equation, see Chapter 4.
If there are no waves coming in from infinity, (RP) alone gives the physically correct solution.
We will now discuss this solution far away from the sources. To that end, we assume that 7"
is different from zero only in a compact region of space. We can then surround this region
by a sphere Kp of radius R around the origin, such that T"” = 0 outside of Kr and on the
boundary. We are interested in the field 4** at a point 7 with || > R.

Then

2

/
:\/r/2-|_r2—2r’rcosz9 :r\/1—2r—cosﬁ+r—2 ZT(1+O(T//T))-
T r

Inserting the result into (RP) yields

(et 7 K /T‘“’(ct—r(l—l—O(r’/r)),F’)d?’F'

) T or r(l—l—O(r’/r))

RS

If r > R, the O(r'/r)-terms can be neglected, as " < R on the whole domain of integration.
This is known as the far-field approximation,

K
et ) = ™ (ct —r, ") d* . FF
¥ ( ,7’) 27r7’/ (c r,r) T (FF)
R3
In this approximation, the v** depend on 7 only in terms of its modulus r = ||, i.e., the

wave fronts are spheres, r = constant. As the radii of these spheres are large, they can be
approximated as planes on a sufficiently small neighbourhood of any point 7. This means that,
on any such neighbourhood, our gravitational wave resembles a plane wave of the type we have
studied in Chapter 4.

17



We will now investigate which properties of the source determine the ~* in the far-field ap-
proximation. To that end we introduce the multipole moments of the source. They are de-
fined in analogy to electrodynamics, with the charge density replaced by the energy density
Too = —Tp° =T,

M(t) = / T (ct,7) d°F (monopole moment) ,

Kpg

D*(t) = / T (ct,7) «* d&*F (dipole moment) ,

Kgr

Q¥ (t) = / 7% (ct, F) ok 2t BB (quadrupole moment) ,

Kg

Note that each quadrupole moment is determined by its trace-free part and the quadrupole
moments of lower order. For this reason, some authors define the multipole moments as the
trace-free parts of our moments.

We calculate the first and second time derivative of the quadrupole moments. To that end, we
need to know that, because of the Hilbert gauge condition,

v 1 v 1 v
" = 5=9,07" = 09" = 0.

We find

d .
7 M) = /c@OTOO(ct,F) Pt P = —c /&-Tlo(ct,?) 2F et P =
Kr

Kgr
= —¢ / <8i(Ti0(ct,F)zkxé) — Tct,7)6F 2* — T(ct, ) xkéf)d?’ﬁ

Kpg

The first integral can be rewritten, with the Gauss theorem, as a surface integral over the
boundary 0Kg of Kg,

/ 0 (T(ct, 7) a* 2" d*F = / T (ct,7) 2 2'df;
Kpr OKR

where df; is the surface element on K. As the sphere K surrounds all sources, T is equal
to zero on 0Kg, so the last integral vanishes. Hence

%Qké(t) =c / (TH(ct, 7) 2" + TO(ct,7) 2" ) &F.
Kr

Analogously we calculate the second derivative.
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=0+ ¢ /T“(ct,f) &7 — 0 + ¢ /Tf’f(ctf) d°F.

Kgr Kgr

As T* = T this can be rewritten as

d2
ﬁ@kz(t) == 2 C2 / Tkg(ct, F/ ) d3F/

Kr
where we have renamed the integration variable. Upon inserting this result into (FF) we find
that, in the far-field approximation,

ke " K ke S\ 330 K 1 d*Q" r
L e G LI Sy P
(et ) 27rr/ ¢ nr g 27wr 2¢2  dt? c
]R3

If Einstein’s gravitational constant is expressed with the help of Newton’s gravitational con-
stant, xk = 47G/c?, the result reads
. G d*Qr r
Vet 7) = © (t ) :

ASr o di? c

The only property of the source that a gravitational wave detector can measure far away from
the source is, thus, the second time derivative of the quadrupole moment at a retarded time.
In this sense, gravitational radiation is quadrupole radiation, while electromagnetic radiation
is dipole radiation. Roughly speaking, the difference has its origin in the fact that v** and T
have two indices while the analogous quantities A* and J* in electrodynamics have only one
index.

A time-dependent monopole moment (e.g. a pulsating spherically symmetric star) does not pro-
duce gravitational radiation. This is a consequence of Birkhoft’s theorem acoording to which
the spacetime outside of a spherically symmetric source is always the static Schwarzschild solu-
tion. We have now seen that, moreover, a time-dependent dipole moment does not produce any
gravitational radiation in the far-field approximation. We need a time-dependent quadrupole
moment. As an exmaple, we may think of a periodically squashed ball. Also, two masses
orbiting their barycentre have a time-dependent quadrupole moment.
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Note that, according to our results on the preceding page, only the spatial components v*¢ are
given by the second time derivative of the quadrupole moment. What about the time-time and
the time-space components?

Claim: For a source T"” that is confined to a finite sphere for all times, in the far-field the
components 7° vanish and the component 7% is time-independent and falls off like r—*.

Proof: See Worksheet 4.

For this reason, the components v°* give no contribution to the radiation field in the far zone.
In the next section we calculate the loss of energy of a system that emits gravitational waves.

5.2 Energy and momentum of a gravitational wave

The question of how to assign energy and momentum to a gravitational wave is conceptually
subtle. According to general relativity, the gravitational field is not to be considered as a field
on the spacetime, it is coded in the geometry of the spacetime itself. The energy-momentum
tensor on the right-hand side of Einstein’s field equation comprises everything with the exception
of the gravitational field. An energy-momentum tensor of the gravitational field is not defined
and cannot be defined. This is in correspondence with the equivalence principle according to
which the gravitational field (coded in the Christoffel symbols which act as the “guiding field”
for test particles and light) can be transformed to zero in any one point. As a non-zero tensor is
non-zero in any coordinates, this is a clear indication that something like an energy-momentum
tensor of the gravitational field cannot exist.

However, a (non-tensorial) quantity that describes energy and momentum of a gravitational
field can be defined with respect to a background metric. We assume that we have a spacetime
metric which takes, in the chosen coordinates the form

gﬂl’(x> = N + h“,,(x) .

For the time being, we do not assume that the h,, are small. The coordinates are then fixed
up to Lorentz transformations

o= Tt = AF oY, AN N = Nor (LT)
The Ricci tensor of the metric g is then of the form

Ry (h) = R)(h) + R (h) + ...

where R,(ff,)(h) comprises all terms of n'" order in the h,, and their first and second derivatives.
Similarly, the Einstein tensor is of the form

1
Guo(h) = Fyu(h) = 5 g 8" Bpo(h) = GL)(R) + GRI(R) + ...
where )
G)(R) = RL)(h) = gnun” R (h).
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1 g 1 g 1 a
GE)() = RE(H) = Smun RE () = Shyun’™ B () + Snyu i D (h)

=R 5
and so on. Here we have used that ¢*7 = nf? — h*? + ...

We assume that our metric g,, = 7,, + h,, satisfies Einstein’s field equation, with a source

term T}, exactly,
Guw(h) = KT, .

We rewrite this equation by keeping only the first-order terms on the left-hand side and shifting
all higher-order terms to the right-hand side,

GO (h) = k(T + tw) | (FEB)
b = = (Gl — GD(R) =~ (G2 + ..

According to (FEB), h satisfies the linearised field equation with a source term 7}, + ¢,,. Of
course, this is still the same Einstein equation which is non-linear. We have just renamed the
non-linear terms into ¢, and re-interpreted them as additional sources.

The t,, are not the components of a tensor; it is easy to check that the Gf},,) and hence the ¢,
transform as tensor components under Lorentz transformations (LT), but not under arbitrary
coordinate changes. t,, is called the energy-momentum pseudotensor of the gravitational field.

The following observation is crucial.

Claim: The combined source term 7}, = t,, satisfies the continuity equation
(T + ) - (CL)
Proof: See Worksheet 4.

This conservation law is not a covariant equation. It holds only in the special coordinates in
which our background metric has components 7),,,. However, it really gives rise to a conservation
law in integral form if integrated over a spacetime region (“the change of the energy content
inside a spatial volume equals the energy flux over the boundary”). By contrast, the covariant
divergence law V#T),,, which is satisfied by our true matter source, is only a conservation law
in “infinitesimally small regions”; it does not give rise to a conservation law in integral form.

If our matter source loses energy, exactly the same amount of energy must be carried away
in the form of gravitational waves according to the conservation law (CL). This is the way in
which the observations of the Hulse-Taylor pulsar are interpreted (which will be discussed in
detail below): One observes that the system loses energy and one concludes that this energy is
caried away in the form of gravitational waves.

Linearising the field equation with respect to the h,, and their derivatives is tantamount to
setting ¢,,, equal to zero. In this approximation, 7},, alone satisfies the conservation law (CL).
We have to go at least to the second order if we want to have a non-trivial ¢,,. In the second-
order theory, we write the metric as

g,l,,znw%—hf},,)jthf,)jt...

where hf},,) is a solution to the linearised field equation. The hf},,) are small of first order while
the h,(fy) are small of second order. In other words, terms linear in the h,(fy) are treated at the
same footing as terms quadratic in the h,(}y)
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Expanding both sides of (FEB) up to second order results in

GO + 1) = k(T +tw)

1
b = =~ G,

In other words, we get the energy-momentum pseudotensor of a gravitational field in its lowest
non-trivial approximation if we insert the corresponding solution to the linearised field equation
hﬁ,) into Gf?y) We will now carry out this calculation for a plane-harmonic wave of the kind we
have considered in Chapter 4. On the basis of this result, we will then determine the power
that is radiated away from a source that is confined to a finite sphere, as we have considered
in Section 5.1.

As before, we raise and lower indices with n*” and 7,,, respectively. We need to calculate
Rf?,,)(h) which is a bit tedious. We begin with the Christoffel symbols

(77— 17 4 ) (Ouhow + Oyhioy, — Oy -

N —

1 loa
Fp,uu = 5 gp (@ﬂau + augou - 809#1/) =
The Ricci tensor is
Ry = R ypy = aurppv - aprp/w + 1P 1 oy = I 6p I

hence

1 1
RE) = — L0, (W70 + Ouhoy — 0,90)) + 2 (B Ouh + Dby — D)

1
+ Z in (aah'ru + auh'ra - arhau)no)\ (aph)\u + auh)\p - a)\hpu)

1
- Z in (aahrp ‘l'%_ 0 op 770)\ (auh)\u + auhAu - a)\h;w)

We want to calculate the time-space components
I 2
to; = — - G((]j)(h(l))

for a plane-harmonic wave in the T'T gauge,

B () = 7y () = Re{ Auwe"}

jn%

where k,k* =0, v,(x)k” =0, 7,/(x) = 0, v.(x) = 0. Up to a factor —c, the time-space
components ty; give the energy current density s; with respect to an observer whose four-velocity
u” is tangent to the 2 lines,

Pt — Ot
s; = —ult,; = —uty; = —clyj .

We find ) )
Kto; = R (BD) +0+0+0 = 5 00(17°0170p) = 5 0,(17" Oohay)
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1 - o\ 1 T oA
1 0" 0o Vron (%‘i‘ DM —%) + 1 07" 0o VrpN” " OV
:8U'YTT =0
1 po 1 po ! po ! pA
- 5 807 aj’}/ap + 5 Y aOaj'yap -0 - 5 Y 5p50%j - Z 807 aj’}/)\p

nyl)akp =0

1 1 1 1
= 197" 01%0p + 597000170 = B0y Dy vie + 3 Y0007k

- i Re{A™ikoe™™" }Re{ Aysikje"™"" } + % Re{AMe™™" | Re{ — Apckokje™ ™} .

We introduce the covector .
_
ko
which is parallel to the spatial wave covektor k; and normalised, because

U

ki Rk — ok 0 4 k2

n;n’ = 2 2 2 1.
Hence
ity = O Rof A Y Ref A %} — U Rof 4M e Ref Ay o)
_ % (Akeieikpxp iy e—ikp:c”) (Akﬂeikpxp T e—ikp:c”)
_ kggnj (Ake eikor” | We—ikpxp) (Ake eikor? 4 We—ikpmp)
_ %6”1 (AMAM e2ikpr? | me—zikﬂp> _ @AMA—M

2. 2,
= — ?)ICOTHJ(Re{AMAM} cos(Qkpxp) — Im{AMAM} sin(2k:px”)) — %AMA—M

where an overbar means complex conjugation. The first two terms, which are proportional to
cos(2k,x?) = cos(2k;x" — 2wt) and sin(2k,z”) = sin(2k;a" — 2wt), respectively, vary periodically
with time around zero. If we consider the time-average, denoted by (-), they drop out. The

time-averaged energy current density of a plane-harmonic gravitational wave in the T'T gauge
is

ckin; ,——
<Sj> = —C <t()j> = %AM AM .

This expression can be rewritten as
(sj) = % <307Mao%e> (EC)
as follows from comparison with
<007k€807k4> = <Re{AM i ko ee” JRe{ Ay ko eikor” 1

k2 ) — ) L . o k2 N
_ Z0 <(Akzz-6mpxp B Akgie—zk:pxp) (Akgz'e’k"x — A kor )> _ ?OAM A,
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We now turn back to the situation of an energy-momentum tensor field which has support
inside a sphere of radius R, for all time, see picture on p.17. We know from Section 5.1 that
the solution to the linearised field equation satisfies, in the far zone,

2 Ykt
Vet 7) = o ﬂ(t — C).
drrc®  di? c
This v, which satisfies the Hilbert gauge condition but not in general the TT gauge condition,
can be viewed, in a sufficiently small neighbourhood of any one point in the far zone, as a
superposition of plane-harmonic waves propagating in the direction n’, where n’ is the unit
vector in the radial direction. However, we cannot apply (EC) directly for calculating the
time-averaged energy current of this gravitational wave, because (EC) holds only for a plane-
harmonic wave in the TT gauge. We have to project onto the transverse-traceless part of v*¢
first.

Projecting onto the transverse part means projecting onto the orthocomplement of n;, i.e.
applying the projection operator '
P/ =6 —nn’

which satisfies the projection property
Piijk = (5f - nmj) ((5;f - njnk) = 5f —nin* — n® + pm® = PF

and the symmetry property P™ = P*". After applying this projection operator we have to
subtract the trace to get the transverse-traceless part of vy,

S 1 S S 1 -
Yii = PP = 5 PeP™ PPy = P P yij = 5 PP
For applying (EC) to our gravitational field in the far zone we need to calculate

1 1
aO’VTTkéaOVIZWZT = a0 (Pkmpzn’)/mn - §Pképmn7mn) a0 (PkTPZSVTS - ipképrsf}/rs)

1 1 1
— (Pkmpénpkrpés o §PkaZnPkéPrs o §Pképmnpkrpés + ZPMPmnPkéPrs)00,}/7717180,%08
1 1 1,
_ (Pmrpns o §Pmnprs _ §P7’5Pmn + ZPk Pmnprs) aO’anaO’YT’S
mr pns mmn prs 1 k k\ pmn prs mr pns 1 mn prs
= (P P —P" P 4 _(5k — ngn )P P )a()fymnaofyrs - (P P* ——-P"™Pp )aOanao%s
/N 2

=2

1
— ((5mr o nmnr>(5ns o nnns) o 5((Smn o nmnn)((srs o nrns))aOmenﬁofyrs

6mn6rs nmn’ﬂnTnS

—20™"n"n® 4+ 0""n"n’ + — 5 )men&)%s

Note that n/ is the unit vector in radial direction, so it depends on 7 but not on ¢. Time-
averaging over an appropriate interval yields
577’7,77/57"5 nmnnnrns

_ 25mrnnns ‘l‘ 5mnnrns ‘l‘ f) <807mn8077’5> .

_ (5o -

{0y TH O ITY = ( smrEns _
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This gives us the time-averaged energy current density

) 6mn6r8 Moy Ny T hny S
<$j> (Ct, ’_f:) — Zﬂ <5mr5ns _ —25™ S 4 5 S 4 %) <007mn807r8> (ct, ’[_"‘) .
K
With sz de
K Ll T K k¢ r
b7y = o e Ty =

ao’ykg(c T) a(] 477'7"02 dt2 c 47'('7"03 dt3 C

we find

(s5) (ct, 7)
_ kn; mrsns __ oo __osmr,n,s mn, 1, s n"n"n"n’ d3an dsQTS T
C 64m2r2cd (6 0 2 207’ 4 0™ o+ 2 ) < dt3 dt3 (t ) '

This equation holds at any point 7 in the far zone where n’/ denotes the unit vector in radial
direction at this point. We can integrate this equation over a sphere of radius r(>> R) to get
the radiated power (energy per time) that passes through this sphere

C

27

Pt r) = / / (s,) (ct, F)rnisin ¥ i) dp —

C

— 5m”5” e oSN kg ndsind dY de [ dPQuy dPQy r
// (775 20y ) T < s S0 (1),

2T 2

Claim: [ [nFn’sinddddp = 5“ and f fnkn n"nfsin g di dp = 2(5k457’5+5k7’5“+5k557’5).
00

Proof: We calculate for all (i, 52,53) € R3,

T s 2m
//&gjninjsinﬁdgodﬁ:/ / (§1sin19cosg0—i—&sinﬂsinap+£3cosﬁ)2sin19d<pd19
o Jo
0

T 2w T 2w T 2w

= §f/sin319d19/ cos?p d<p+£§/sin319 dﬁ/ sinep dap+£§/cos219 sinﬁdﬁ/ dy
0 0 0 0 0 0
= = =2

For all other terms the ¢ integration gives zero. Hence

T 27 m g
//@fjninjd(pdﬁ = (W&f +7r§§)/sin319d19 + 27?5%/ cos?1) sin ¥ dv)
00 0 0
N g N ~~ -
=4/3 =2/3

= T(@+8+8) = Toag,
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Similarly,

T 2w

T 2m
//figjfkfgninjnknésinﬁdap dv = / / (flsinﬁcosap + &sin ¥ sin ¢ 4 £3cos 19)4sin19d<p dv
o Jo

g 2 s 2 g 2
= ff/sin‘r’z? dﬁ/ costp dcp+§§‘/sin519dz9/ sintp dgp+6§f§§/sin5z9/coszap sinp dy
0 0 0 0 0 0
—_—— —_——— ~ ~ -
=3n/4 =3n/4 =m/4
T 2m T 2m T 27
+6§f§§/cos2ﬁsin319 dﬁ/ cos?p dgo+6£§§§/cos2ﬁsin319 dﬁ/ sinp dg0+£§/cos419 sinﬁdﬁ/ dy
0 0 0 0 0 0

™

37T (fl + &5 + 26362 /sm519 d + 6m(£2 + &3)€ /(308219 sin®0 dv + 2 7r§3/ cos™ sin 9 dv)
N N N _
= 16/15 —4/15 —3/5
AT o o o2 AT G
- ?(51 + 52 + 53) - ?5 0 §z§g§k€£
Symmetrisation of the coefficients gives the desired result. O
Hence
P(t,r) =
K 6mn6rs 26mr5ns 6mn6rs 5mn5rs + 5mr5ns + 5m35rn d3an dsQrs r
Smrsns _ _ ——
167?05( 2 3 * 3 - 30 ) < at®  dt3 > ( c)
Ko20M76" 25MTN ) dBQun dPQs r
— _ t -
167Tc5< 5 15 ) < at  dt? > ( c)

mn Srs 3 3
= g (77 =) (T ) ()

k) dQun QM 1d°Q,™ Q) (t B f)
T 40me \ diB A3 3 dP di? c)’
This can be rewritten more conveniently if we introduce the reduced quadrupole moment Qg,
which is defined as the trace-free part of Q,

1 .
Qre = Qre — 551@@@3'] :

Then the energy flux through the sphere of radius r reads

- t— =
3 dt3 dt3 c

P(t,r) = ﬁ <5—;(@mn + %57%@&) p7s (@m” 5m"Q/> 140" d3Q7T> ( T)
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p [ QPO Ly LOCPor 1 EOLLern
= — — — t_ _
407rc5< i a0t s TR >( )

which eventually gives us Einstein’s quadrupole formula

Pltr) = - <d3@m"d3@m">(t_i>.

~ 407cd dt3 dt3 c

This formula allows us to calculate the power that is radiated away by a time-dependent matter
source. If we want to apply this formula, we need to know the reduced quadrupole moment of
the source. Note that this is the energy quadrupole moment,

1 .
Qre = Qre — 551@@@3'] ;

Qkﬁ(t) :/ Too(Ct, 7)$k$gdgf
R3

which requires to know the energy density Tj,. The latter contains the whole energy content
of the source which is difficult to determine. For slowly moving bodies the biggest contribution
to the energy density comes from the mass density p(ct, 7). As long as the source involves only
motions that are slow in comparison to the speed of light, we can write

T(]()(Ct, ?) ~ czlu(ct, ?) .

as a valid approximation. We can then replace the reduced energy quadrupole moment Q, by
the reduced mass quadrupole moment

1 .
Tee = Ie — 551%[]'] ,

Tio(t) :/ plct, Vg d®r
R3

With the aproximation
Que ~ Ty

Einstein’s quadrupole formula reads

K 431, d3 1™ r
Pit,r) = 407rc< as  de3 ><t_2>

G /Ly, dPT™ r
Pltr) = ﬁ< ar dr ><t_2>'

This is the form in which the formula is usually applied. In this version, the quadrupole formula
involves the following approximations.

or, with k = 87G/c?,

e The energy-momentum pseudotensor was calculated only to within second order (which is
the lowest non-trivial order); the solution to the field equation that is needed to calculate
this order is a first-order solution, i.e., a solution to the linearised field equation.
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e The formula holds in the far zone, i.e., it gives the energy flux per time through a sphere
of radius 7 which is big in comparison to the radius R of the sphere to which the matter
source T}, is confined.

e The formula is based on the assumption that all motions inside the source are slow in
comparison to the speed of light.

In addition, the formula involves a time-averaging over an interval that covers the periods of
all Fourier components that contribute to the gravitational wave.

5.3 Gravitational waves from a binary source

We consider a binary system consisting of two masses M; and My moving around each other.
It is sufficient to describe the system at the Newtonian level, that is, to describe the motion
of the two masses in terms of their Keplerian orbits. (We make later remarks about possible
effects which are neglected herewith.)

The relative distance between the two masses is denoted by r. From the Kepler problem we

know that

Ry
+ecosyp

where Ry is the semi-latus rectum and e is the eccentricity of the orbit. The semi-major axis
a and the semi-minor axis b of the orbit are given by

Ry Ry Ry
pr— :2
1+e+1—e 1 —e2

(K)

2a = r(0) +r(m)
Ry
V1—e?

We first calculate the mass quadrupole tensor in the co-rotating system, that is, in the body-
fixed coordinate system. Then we transform into the non-rotating observer system. At last,
the third time-derivative of this mass quadrupole tensor has to be inserted into the radiation
formula. From that we can calculate the change of the orbital parameters of the system due to
the loss of energy.

For the body-fixed coordinate system we choose as the origin the centre of mass. Then the
distances of the two masses from the centre of mass are given by

r = M, r ry = M r
te M1+M2’ 2_M1+M2‘
Consistency requires r = —ry +ry which is fulfilled. We call the direction of the line between the

masses the 1-direction. The 2-direction is in the orbital plane and the 3-direction is orthogonal
to the orbital plane.

Then the mass quadrupole tensor is diagonal, with

M, )2 MM,

M, 2
I, = Mir> + Mor2 = M (—7r> + M. <7r = —"r".
! H 2 ! M, + M, ? M, + M, M, + M,
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The other components vanish. Thus, the mass quadrupole tensor is

I 00
I'={0 00
0 00

The traceless version of this mass quadrupole tensor is

1 I 00 1 i 0 O 1 2, O 0
I[/:]/—gtrl/].: 0 0 O —g 0 Il 0 :g 0 —Il 0
0 00 0 0 L 0 0 —-IL

This mass quadrupole tensor, given in the body-fixed coordinate system, has to be transformed
to the non-rotating observer system. This has to be done by means of a rotation matrix for a
rotation around the 3-axis,
cosp —sing 0
a=|sinyp cosyp 0
0 0 1

In matrix form the mass quadrupole tensor is then given by

I = al'a?
cosp —sing 0 1 2l O 0 cosp singp 0
= sinp cosp O)=1 0 —-L O —sing cose 0
o o 1/3\o o - 0 0 1

cosep —sing 0 2l1cosp 2Lsing 0
sing cosp O Lising —Ijcose 0
0 0 1 0 0 -1

7 (2 cos? p —sin¢  3cospsingp 0

Wl =

= §1 3cospsing  2sin¢ —cos’¢ 0
0 0 —1
I 3 §0§2 p—1 3 sin2(2<p) 0
= 3| 2 sin(2¢)  —3cos®p+2 0
0 0 —1
I 21 —3(395(2@)) —1 \ 2 sin(2¢) 0
= 3 5 sin(2¢p) —5(1 —cos(2¢)) +2 0
0 0 —1
I 10 0 | cos(2p) sin(2¢) 0
= gl 0+ 0|+ 51 sin(2¢)  cos(2¢) 0],
0 0 —1 0 0 0

which consists of a constant part and a part depending on the angle of rotation (.

Instead of the angle of rotation ¢ one can introduce the mean anomaly M = ¢ — esingp
which increases uniformly with time. The time derivative of ¢ can be expressed through the
constant angular momentum L = A%f]{flz r?p, that is, ¢ = %é, where r is given by (K).
Differentiating I three times requires some calculation, see Worksheet 5. In order to shorten
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the calculations and to highlight the relevant effect of inspiralling we restrict here to a circular
orbit, that is, to e = 0. In this case we have a constant r. From Kepler’s third law

3

47r2% = G(M, + My)

we obtain the angular frequency of the rotation of the binary system

2m G(Ml + Mg)
Q = — = —_—,
T r3
so that
o =0t.

We now calculate the power loss with the help of the quadrupole formula

P(t,r) = 5—(; <tr (H : ]1)> (t—1).

Recall that this formula gives the power that passes through a (big) sphere of radius r at time
t. (Don’t confuse r = | 7|, the radius coordinate of the observer, with r, the distance of the two
masses.) In the case at hand, (-) denotes averaging over a period 27 /€.

We find

' sin(2¢p)  cos(2¢) 0
I = 6LQ|cos(2p) —sin(2p) 0
0 0 0

) cos(2p)  —sin(2¢) 0
I = 21Q% [ —sin(2¢) —cos(2p) 0
0 0 0
—sin(2¢) —cos(2¢) 0
I = 4L [ —cos(2p) sin(2p) 0
0 0 0
and
—sin(2p) —cos(2p) 0 —sin(2p) —cos(2¢) 0
tr (H-H) = (41,0°%)*tr —cos(2p)  sin(2¢) 0 —cos(2p)  sin(2p) 0
0 0 0 0 0 0
1 00
= AnL?)*r {0 1 0
0 0O
= 2(4L,0°)%.

With this we obtain

p_ 22(41193)2 _ 232 MEM3 r4G3(M1 + My)3 _ 32G* MEM3 (M, + M) ‘
5¢P 5¢5 7 (My + My)? rd 5cP rd
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P is the power radiated away by the binary system. Therefore, the binary system loses energy.
During this process r decreases slowly with time. We have to insert r at the retarded time,
r(t —r/c), to get the power that passes through a sphere of (big) radius r at time t.

The energy in a binary system is given by

1 MM, , GMM,

- 5 (Ml + Mg)v r
For the circular orbit we obtain
1 M1M2 9 GM1M2
F = —— (Qr) — —=
2 (Ml + Mg)( r) r
B 1 MMy, G(M; + Mg)r2 B G M, M,
N 2 (Ml + MQ) r3 r
- Luan©

so that the loss in energy can be described as

p_ _d_E B _GMlMgﬂ
Cdt 2r2  dt’
With the power P calculated above we obtain
ﬂ B _64G3 My Msy(My + Ms)
dt 5 r3 ’

We can rewrite this as

3 4

1d
_A: t: ':—_ .
const = r'f = -1

Therefore
r4 = AO — 4 At .

Ag is the fourth power of the initial radius rg at ¢ = 0. Then

r(t) = (r§—4At)% =19 <1—ﬁt)}1:: ro <1— ! )

4
o spiral

=

where . . .
ro S¢ ro

Lspiral := —7 =
Pl A T 256G3 My My(M; + M)

is the time the system needs to inspiral completely.

It is clear that for a weaker gravitational coupling, that is, for a smaller GG, the time for the
inspiralling becomes larger. It is also interesting to see the velocity of light in the numerator.
This means that for larger ¢, i.e., for approaching the nonrelativistic regime, also the inspiral
time becomes larger. Therefore gravitational radiation is not only a gravitational but also a
relativistic effect. For typical values like Solar masses and distances of several Solar radii the
inspiral time is of the order of billions of years.

In addition to the approximations on which the quadrupole formula is based, we have made
a number of additional approximations. We add now some remarks on the limitations of our
model.
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1. We assumed a circular orbit. The calculation with eccentric orbits is more involved, see
Worksheet 5.

2. We assumed the stars to be point particles. Stars are extended bodies and will be de-
formed when they approach each other. So, during the last phase of the inspiralling this
would lead to modifications of our result due to a shift of the centre of gravity and due
to additional couplings of the star with the gravity gradient.

3. Due to gravitomagnetic effects also the spin of stars will lead to modifications of the
inspiralling.

We recall that the quadrupole formula is valid only to within the linearised theory of gravity
and that it gives the power that passes through a sphere in the far zone. Using the mass
quadrupole tensor instead of the energy quadrupole tensor is justified unless the motion of the
source is highly relativistic. During the last phase of the inspiralling such highly relativistic
effects may contribute, in particular for merging black holes.

In Worksheet 5 we generalise the results of this section to the case of non-circular orbits. In
particluar, we will derive formulas for the time-dependence of the semi-major axis a and of the
period T'. We will find that

. 2a°E —64M MoG® (M, + M) ( e 37e4>
- GM M, 5chad(1 — e2)7/2 24 96 /
T —96M MyGP(My + My) ( . 73€> 37e4>
T 5chat(1 — e2)7/2 24 96 /-

As the masses are in the numerator and the semi-major axis is in the denominator, the latter
even with a power of 4, we see that a measurable effect can be expected only for compact
binaries, i.e., not for main sequence stars or planets, but for neutron stars or black holes. In
the next section we will discuss how the predictions of general relativity have been verified with
binary pulsars, i.e., binaries where at least one partner is a rotating neutron star.

5.4 Indirect evidence for gravitational waves from binary pulsars

Before coming to binary pulsars, we will briefly recall what pulsars are and how they were
discovered.

Pulsars were discovered in 1967 by Jocelyn Bell, who is shown in Fig. 5.1, then a PhD student
in the group of Antony Hewish at Cambridge University. Fig. 5.2 shows Hewish in front of the
do-it-yourself radio telescope with which the discovery was made.

Fig. 5.1: from cwp.library.ucla.edu/

32



Fig. 5.2: from www.mrao.cam.ac.uk/

After having constructed the radio telescope, together with other students, with her own hands,
Jocelyn Bell concentrated in her PhD work on the search for quasars with the scintillation
method. The observation was often affected by interferences caused by terrestrial sources such
as cars. On 6 August 1967 Jocelyn Bell observed some “scruft”, as she later put it, that appeared
to be different from these usual interferences, see Fig. 5.3. She discussed the observation with
her supervisor. After having verified that the source remained fixed with respect to the stars it
seemed certain that it was an astronomical object. Hewish and Bell decided to look at it more
closely.

Fig. 5.3: from pulsar.ca.astro.it/

On 28 November 1967 Jocelyn Bell observed the mysterious object with a higher time resolution,
see Fig. 5.4. It showed highly regularly pulses with a period of 1.337 seconds. It was seriously
discussed in the group whether the signal could come from an alien civilisation, and it was only
half-jocular that the object was initially called LGM-1, with LGM standing for Little Green
Men. Later, the object was given the systematic name PSR B1919+21. Here PSR stands for
Pulsating Source of Radio emission, which was soon abbreviated as pulsar and the numbers
give the celestial coordinates of the source, a point in the constellation Vulpecula: 19"19™ is
the right ascension and +21° is the declination; the letter B is added for coordinates refering
to the epoch 1950 while a letter J is added for the epoch 2000.

Within a few weeks the Cambridge group found three more similar objects. In early 1968,
they published their observations, see A. Hewish, J. Bell, J. Pilkington, P. Scott and R. Collins
[“Observation of a rapidly pulsating radio source” Nature 217, 709 (1968)].
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Fig. 5.4: from www.bbc.co.uk/

Passionate discussions started about the nature of the radiation. A majority, including Hewish,
first thought that it might come from radial oscillations of a white dwarf. However, it turned
out that not even a white dwarf, let alone a main sequence star, could perform oscillations
with such a high frequency. After about a year, it was the prevailing opinion that the radiation
comes from a rotating neutron star. Thomas Gold was the first to suggest such a model in early
1968 [T. Gold: “Rotating neutron stars as the Origin of the pulsating radio sources” Nature
218, 731-732 (1968)], which was initially ridiculed by many astrophysicists. The idea was that
the neutron star has a magnetic field that is not aligned with the rotation axis. Radiation is
emitted in a cone around the magnetic field axis, and this cone rotates like the beacon of a
lighthouse. The observer registers a pulse whenever the cone hits the Earth. Neutron stars
had been introduced, as a theoretical possibility, in 1934 by Walter Baade and Fritz Zwicky,
but up to the discovery of pulsars there was no indication that they actually exist in Nature.
An animation of the lighthouse model can be found in Section 2.1 of D. Lorimer [“Binary
and Millisecond Pulsars”, Living Rev. Relativity 11, (2008), http://www.livingreviews.org/lr1-
2008-8].

Fig.

5.5: from en.wikipedia.org

Within a few years after the discovery of PSR B1919+21, several dozens of pulsars were found.
14 of them are shown in the plaques that are on board the spacecraft Pioneer 10 and 11. They
were launched in 1972 and 1973 and are the first spacecraft to leave the Solar system. The
positions of the pulsars are shown, relative to the Earth, in the diagram in the left part of the
plaque, see Fig. 5.5. This should tell an extraterrestrial civilisation where the spacecraft came
from, in case that Pioneer 10 or 11 is intercepted by them.

The best known example of a pulsar is the neutron star at the centre of the Crab Nebula. It is
the remnant of a supernova that was observed from the Earth in 1054. It is also visible in the
optical and X-ray parts of the spectrum. There are also some pulsars that emit gamma rays,
e.g. the Vela pulsar.
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In 1974 Hewish received the Nobel Prize for the discovery of pulsars. Some people thought
that it would have been fair if Jocelyn Bell had shared the prize. By now more than 2000
radio pulsars are known. Most of them are within our galaxy, but there are also a few in the
Magellanic Clouds. The periods vary from a few milliseconds to about 10 seconds.

Fig. 5.6: from th.physik.uni-frankfurt.de/

After these remarks on pulsars in general, we turn now to binary pulsars. This term refers
to binary systems in which at least one partner is a pulsar. About 10 % of all known pulsars
have a companion. The first binary pulsar, PSR B1913+16, was discovered in 1974. It was
again the work of a PhD student and a supervisor, this time Russell Hulse and Joseph Taylor
from Cornell University who are shown in Fig. 5.6. In contrast to the earlier story, both were
awarded the Nobel Prize in 1993.

‘ A, -

Fig. 5.7: from en.wikipedia.org
The discovery was made with the 305-meter Arecibo radio telescope, see Fig. 5.7. The object
is a pulsar with a period of 59 milliseconds. Evidence for the existence of a companion, which
is dark and mute, came from the fact that the arrival time of the pulses varied periodically.
Obviously, the pulsar is moving towards us, then away from us, then again towards us, and so
on.
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Fig. 5.8: from Hulse and Taylor, loc. cit.

The plot of the radial velocity in Fig. 5.8 is taken from the original paper by R.Hulse and
J. Taylor [“Discovery of a pulsar in a binary system” Astrophys. J. 195, L51 (1975)]. After
correcting for the motion of the Earth, for dispersion in the intergalactic medium and for other
effects, Hulse and Taylor fitted the observed time dependence of the radial velocity to a Kepler
orbit. There is a certain degeneracy, i.e., not all orbital elements can be uniquely determined,
but the following parameters of the system were found. The numbers are taken, again, from
the paper by Hulse and Taylor.

T 7.75 hours
e 0.16
ay sin’ 1.0 Ry
(Mysini )3
—— 0.13 M
(M, + M,)? ©

Here an index 1 stands for the pulsar and an index 2 stands for the invisible companion. i
is the inclination angle. From the Newtonian analysis one cannot determine the individual
masses M; and M,. However, this is possible with the help of relativistic corrections, using
the post-Newtonian (PN) approximation. Roughly speaking, this is an expansion in powers
of v/ec. If relativistic effects are taken into account, in particular the transverse Doppler effect
and the gravitational Doppler effect, the individual masses and all orbital parameters can be
determined. The method, which was worked out by V. Brumberg, Y. Zeldovich, I. Novikov
and N. Shakura [“Determination of the component masses and inclination of a binary system
containing a pulsar from relativistic effects”, Sov. Astr. Lett. 1, 2 (1975)], is sketched in
Straumann’s book. One finds

M, 1.44 M,
M, 1.39 M,
i 45°

periastron shift 4.2°/yr
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At periastron, the separation of the two stars is only 1.1 Solar radii, at apastron it is 4.5 Solar
radii. The companion is thought to be a neutron star as well. We do not know the radii of the
two stars precisely, but typically neutron stars have radii in the order of 10 kilometers.

Already in the original Hulse-Taylor paper it is remarked that the system should be a highly
promising candidate for testing general relativity. In the above-mentioned paper by Brumberg
et al. it was noted that it could provide indirect evidence for the existence of gravitational
waves: With the masses and the orbital elements known, one could check if the period T
depends on time according to the formula derived from general relativity.

-2

Shift in Periastron Time

-3
1974 1975 1976 1977 1978 1970 1080 1981 1982

Fig. 5.9: From Taylor and Weisberg, loc. cit.

Such a dependence of T on time was reported by J. Taylor, L. Fowler and P. McCulloch
[“Measurements of general relativistic effects in the binary pulsar PSR 1913416” Nature 277,
437 (1979)] and confirmed, on the basis of more data, by J. Taylor and J. Weisberg [“A new test
of general relativity - Gravitational radiation and the binary pulsar PSR 1913+16” Astrophys.
J. 253, 908 (1982)]. The plot in Fig. 5.9 is taken from the latter paper. It clearly shows the
decrease of the orbital period. The solid line gives the prediction according to general relativity,
on the basis of the determined orbital parameters. In the course of time, the agreement between
observation and theory became even more impressive, see Fig. 5.10.
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Fig. 5.10: from www.ast.cam.ac.uk
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After the discovery of the Hulse-Taylor pulsar, several other binary pulsars were detected. They
are used on a regular basis for testing general relativity and alternative theories of gravity. Up
to now, general relativity has passed all tests with flying colours, whereas severe restrictions
have been found for many alternative theories.

In addition to the Hulse-Taylor pulsar, there are some other binary pulsars that deserve special
attention.

e In 2003, Marta Burgay et al. found a double pulsar, PSR J0737-3039A and PSR J0737-
3039B, i.e., a binary system in which both stars are pulsars. This allows for even more
precise tests of general relativity. Pulsar A has a period of 23 Milliseconds, pulsar B of
2.8 seconds. The masses are My = 1.34M., and Mp = 1.25M. The period is only 2.4
hours. Correspondingly, the separation of the two stars is even smaller than for PSR
B1913+416 and its companion; the whole system would fit within the Sun. As the orbital
plane is seen almost edge-on, there are eclipses. The apparent irregularity of the eclipses
caused a puzzle for a while.

Fig. 5.11: From Breton et al., loc. cit.

A model that could solve this puzzle was brought forward by R. Breton, V. Kaspi, M.
McLaughlin, M. Lyutikov, M. Kramer, 1. Stairs, S. Ransom, R. Ferdman, F. Camilo
and A. Possenti [“The double pulsar eclipses. I. Phenomenology and multi-frequency
analysis” Astrophys. J. 747, 89, (2012)]. According to this model, one of the pulsars
is surrounded by a doughnut-shaped magnetosphere which, in the course of its rotation,
sometimes eclipses the other pulsar. The picture in Fig. 5.11 is taken from the paper by
Breton et al.

e In 2013, a magnetar (i.e., a neutron star with a very strong magnetic field) was found at an
angular distance of only 3 arcseconds from the centre of our galaxy, PSR J1745-2900. Of
course, in terms of the Schwarzschild radius of the supermassive black hole at the centre
of our galaxy, this is still a fairly large distance; the Schwarzschild radius corresponds to
about 10 microarcseconds. Therefore, there is not a strong gravitational coupling of this
magnetar to the centre. Finding a pulsar that is in a close orbit around a black hole is
considered as the Holy Grail of pulsar research.

e In 2014, a ternary pulsar was discovered, PSR J0337+1715. Both companions are white
dwarfs. Already in the late 1990s a pulsar in a triple system had been found, but the
separations were quite large with orbital periods of several decades. The newly found
system is much closer so that it is a much more promising candidate for additional tests
of general relativity.
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6. Gravitational wave detectors

In the preceding chapter we have discussed the generation of gravitational waves. As the most
important results, we have found that, to within certain approximations, the gravitational field
in the far zone is determined by the second time-derivative of the (mass) quadrupole tensor
of the source and that the radiated power is determined by the third time-derivative of this
quadrupole tensor. In this chapter we will now introduce various types of gravitational wave
detectors that have been conceived and we will discuss what are the chances that actually
gravitational waves will be observed with them.

6.1 Resonant bar detectors

Resonant bar detectors are vibrating systems in which a gravitational wave would excite a
resonant oscillation. The idea was brought forward in 1960 by Joseph Weber [“Detection and
generation of gravitational waves”, Phys. Rev. 117, 306 (1960)]. A few years later, the first
resonant bar detectors constructed by Weber went into operation. Some more sophisticated
resonant bar detectors are still in use.

To explain the basic idea, we begin by considering the simplest vibrating system that can be
used as a gravitational wave detector, namely two masses connected by a spring. This simple
example is also treated in the first part of Weber’s 1960 paper and it is dicussed in fairly great
detail in the book by Misner, Thorne and Wheeler.

We have to recall some of our earlier results. In Worksheet 2 we derived a differential equation
for the motion of freely falling particles under the influence of a gravitational wave,

d*y'(t) ~
gz Rloko (ct,O)yk(t) ) (J)

where the curvature tensor can be expressed as

Reoeo(ct,0) = 338w (ct,0)

Here ~%;, is a plane-harmonic gravitational wave in the TT gauge, with the four-velocity u* of
the chosen observer tangent to the 2%-lines. The coordinates 3* are chosen such that the freely
falling particle at y*(t) has distance \/y*(t)y(t) from the freely falling particle at the origin.
The differential equation is linearised with respect to y*(¢), i.e., it is valid only as long as this
quantity is sufficiently small.

(J) is a version of the Jacobi equation (or equation of geodesic deviation). If looked at with
Newtonian eyes, the right-hand side of (J) is to be interpreted as the gravitational force. The
solutions to (J) give, for 7% either a plus mode or a cross mode, the familiar patterns from
p-15.

We will now consider a particle with mass m that is acted on by an additional (i.e., non-
gravitational) force f*(t). Then we have to replace (J) with the equation of motion
4>y (t)
dt?

= ?Rlopo(ct,0)y*(t) + % fht) .
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Fig. 6.1: gravitational wave propagating in 2 direction excites oscillations in a spring system

For a system of two masses with m; = my = m connected by a spring, the position y‘(t) of
mass m; satisfies this equation with

SO =5+ €W, 0=k -5,

see Fig. 6.1. Here s* gives the position of m; in the equilibrium state, —k £(t) is the restoring
force with a spring constant k, and —vd¢“(t)/dt is the damping force with a damping constant
~. The equation of motion reads

d*¢'(t)
at?

Egé(t) ld&é(t) )

m Com o dt

— PRl oo (ct, 0) (" + €5(1)) —

If the elongation of the spring from the equilibrium state is small, we can neglect £*(¢) in
comparison to s*, i.e.

d*¢H(t) |y dE(t)
dt? m dt

k .
+ —&(t) = R0 (ct, O)sk )
m
As given above, we can express the curvature tensor by the second derivative of the ~*;. With
7(et,7) = Re{ AfelFren
= 1 i(k-F—w
Rk (ct, r) = gRe{ — w?Al etk t)} ,

2
Rlpio (¢1,0) = 303'4(e1,0) = — % Ref Ay}
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If we assume that the masses at the ends of the spring can be displaced only in the longitudinal
direction of the spring, we have

s
€0 =¢>,
where, according to Fig. 6.1,
cos p sin ¥ cos p sin ¥
(sé) =s | sinpsind | , (Sz(t)) =&(t) | sinpsin?
cos v cos v

Then the equation of motion reads

st edE(t) |y det) ko W
S o ) = — FRefalste )

or, after multiplication with s,/s,
sk <d2£ (t) | v dE@)
£\ dt2 om dt

We evaluate the right-hand side for a pure plus mode. The gravitationalﬁwave is assumed to
propagate in the 2% direction, as indicated in Fig. 6.1 by the wave vector k. We find

+ %5(1&)) = — —Re{Ast e}

Ay 0 0
(Aek) = 0 —A+ 0 5
0
cos psin v 0 0 cos psin v
seAs® = s | sinpsind —A; 0] s|sinpsind
cos v 0 0 cos v
cos p sin ¥ A, cos psind
=" | sinpsindg | - [ —Aysinpsind | = s*A; (cos*p — sin’p)sin®Y = s* A, cos(2p)sin’V .
cos 0
This gives us the equation of motion in its final form,
d*&(t dét) k 2
655(2 ) + %% + a&(t) = — %cos@go)smzﬁ Re{A e ™'}

which is the equation of a one-dimensional damped harmonic oscillator with a driving force.

Solving this equation is an elementary text-book matter. The general solution to the inhomo-
geneous ODE is the general solution of the homogeneous ODE plus a particular solution to the
inhomogeneous ODE.

To solve the homogeneous ODE,

P | 7 ()
dt? m dt

k
+E§(t):()’

we insert the ansatz

£(t) = Cet .
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This gives us

hence
2
_ " vk
2= FN 2 T
As long as the damping is undercritical,
k o8 2

0 < ™ T2 T
we have N

R1/2 = —% tiwp,

and the general solution to the homogeneous equation is
ghom _ Cle/ilt + Czeligt _ e—ﬁ/t/(2m) (Cleiwot + C2€—iwot) )

C1 and C5 are determined by initial conditions. Whatever the initial conditions are, the solution
dies down in the course of time.
We have now to find one particular solution to the inhomogeneous equation

PE() | 7 delt)

dt? m dt

With the ansatz

2

+ %f(t) = — %cos(&p) sin®) Re{ A, e™™'} .

£(t) = Re{ae ™'}

we get
' 2
Re{ae—iwt( —w? - wy + E)} = —ﬂcos(&p) sin2y Re{A+ e—iwt} ’
m m 2
. k ; 2A
Re{e_“"t (a<w2 - —+ “Wy) ke  cos(2¢) sin219) } =0,
m m 2
" sw? A, cos(2¢) sin*d
W2 k . iwy
mom

Therefore, if we wait until the solution to the homogeneous equation has died down, the oscil-
lation of our spring system driven by the gravitational wave is given by

AL et } .

Twy

£(t) = Re{ae ™"} = sw’cos(2p) sin® Re{

w2k

m m
The amplitude

 s|Ay||eos(2¢)|sin*Pw? s |AL]]cos(20)] sin®d) w?

ko iw 2.2
’wQ———i-—V’ \/<w2_£)2+w7

m m m m2
takes, as a function of w, its maximum at the resonance frequency

2

_k (l{; v )-1/2
Yo = \m T a2 '

[a]
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w

Wres
Fig. 6.2: dependence of the amplitude on the frequency of the gravitational wave

In the case of vanishing damping, v = 0, the amplitude is even infinite at wyes = \/k/m, see
dashed curve in Fig. 6.2.

The optimal orientation of the spring is transverse to the direction of the incoming gravitational
wave, sin®y = 1. In the case of longitudinal orientation, sin®J = 0, the amplitude is zero. With
respect to the ¢ dependence, which gives the orientation in the plane perpendicular to the
propagation direction of the wave, there is not only a 27 periodicity but even a 7 periodicity.
This reflects the fact that the (linearised) gravitational field has spin 2, recall Worksheet 3.

We have used the spring system to explain the basic idea of how to use vibrating systems
for detecting gravitational waves. The resonant bar detectors which were built by Weber and
others are based on the same idea. However, instead of masses connected by a spring one uses
elastic solids, traditionally with a cylindrical shape.

In this case, y‘(t) denotes the position vector of an arbitray mass element of the solid with
respect to a body-fixed reference point. Again, we write y*(t) = s* + £4(t) where s* gives the
position in equilibrium. One introduces a second rank tensor € (¢) by the equation &(t) =
g’ (t)s® . The antisymmetric part of g4 (#) describes a rotation of the mass element, while the
symmetric part describes expansion and shear. The symmetric part of £4(t) is known as the
strain tensor. By assuming again a linear restoring force (i.e., Hooke’s law now in the version
of continuum mechanics) and a linear damping, one gets a differential equation for the strain
tensor which is very similar to the damped oscillator equation for the spring system. As a
consequence, a cylinder that is positioned transverse to a plane-harmonic gravitational wave
undergoes periodic deformations as shown in Fig. 6.3.

Fig. 6.3: oscillating Weber cylinder

Weber’s first gravitational wave detector was an aluminium cylinder with a weight of 1.5 tons
(150 centimeters long, 60 centimeters in diameter). The fundamental resonance frequency
was at about 1660 Hertz. Quartz crystals glued to the surface were used for measuring the
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deformations; as quartz crystals are piezoelectric, they transform a strain into a voltage which
can be measured, see Fig. 6.4.
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Fig. 6.4: from Levine, loc. cit.

The early attempts to measure gravitational waves with the help of resonant bar detectors are
described in detail by J. Levine [“Early gravity-wave detection experiments”, Phys. perspect.
6, 42 (2004)]. Fig. 6.5 shows Joe Weber working on a resonant bar detector.

Fig. 6.5: from physics.aps.org/

Weber operated his resonant bar detectors in pairs, searching for coincidences. In the beginning,
he had two detectors on the campus of Maryland University, then he moved one of them to
Chicago. There was even an attempt to station a (smaller) bar detector on the Moon with
the Apollo 17 mission but the instrument malfunctioned. Weber claimed that he had found
significant statistical evidence for coincident events which he thought to be gravitational wave
signals. Nowadays there is agreement that his detectors were too crude to measure gravitational
waves.

Joseph Weber died in the year 2000. By that time, attempts to detect gravitational waves had
shifted to interferometric methods, see next section. However, there are still a few resonant bar
detectors in operation. Fig. 6.6 shows the AURIGA instrument, near Pisa in Italy, which is a
resonant bar detector of the traditional cylindrical shape.

44



Fig. 6.6: from www.auriga.lnl.infn.it/

Fig. 6.7 shows the MiniGRAIL instrument at the Kamerlingh Onnes Institute in Leiden, Nether-
lands. It has a spherical shape, so it can detect gravitational waves from all spatial directions.
There is a similar instrument, named after the late physicist Mario Schenberg, in Brazil.

Fig. 6.7: from www.minigrail.nl/

While in the beginning Weber did his observations at room temperature, all modern resonant
bar detectors are operated at a temperature of a few millikelvins to reduce thermal noise. They
can detect waves only in a narrow frequency band around the resonance frequency which is
above or slightly below 1 kHz. Gravitational waves from the Hulse-Taylor pulsar, e.g., cannot
be detected with these instruments; this is not only because their sensitivity is too low but
also because they cannot detect gravitational waves of such a low frequency. (The revolution
period in the Hulse-Taylor binary is 7.75 hours, i.e. the frequency of the resulting gravitational
waves is 20 = 47 /T ~ 0.00045 Hz.) Spinning bumpy neutron stars could produce gravitational
waves with a frequency close to 1 kHz, but their amplitude would probably be too low for being
detected with resonant bar detectors. Therefore, the search with such instruments concentrates
on burst sources.
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6.2 Interferometric gravitational wave detectors

With the help of a Michelson interferometer, tiny distance changes can be measured. The
idea to use this well-known fact for the detection of gravitational waves came up in the early
1960s. The first published paper on the subject was by M. Gerstenshtein and V. Pustovoit
[“On the detection of low-frequency gravitational waves”(in Russian), Sov. Phys. JETP 16,
433 (1962)]. The idea was strongly supported by V. Braginsky. However, concrete plans to
build such gravitational wave detectors came up only in the 1970s. J. Forward actually built a
small model detector in the mid-1970s. The construction of big instruments (LIGO, Geo600,
VIRGO etc., see below) started in the 1990s. Many people were instrumental, among them R.
Weiss and R. Drever (who were awarded the Einstein prize in 2007) and K. Thorne (who was
awarded the Einstein medal in 2009).

For understanding the basic idea of how an interferometric gravitational wave detector works,
we have to recall what a Michelsopn interferometer is, see Fig. 6.8.

My

laser beam dy I M,

detector

Fig. 6.8: Michelson interferometer

A laser beam is sent through the beam splitter B. One beam is reflected at mirror M, the
other one at mirror M;. When arriving at the detector the two beams have a phase difference
that can be observed in terms of an interference pattern. If the instrument is operated in vacuo,
the phase difference is

2
Ap =2 (d — dy)

where \ is the wave length of the laser. As sophisticated Michelson interferometers can measure
phase differences down to 107°, this is a method to detect changes in the distance d; — d, that
are considerably smaller than the wavelength A. If the Michelson interferometer is operated
with visible light, the latter is about 600 nanometers.

To use this device as a gravitational wave detector, we think of the beam splitter B, the mirror
M and the mirror My as being suspended with the help of files in such a way that they can
move freely in the plane of the interferometer. For their motion in this plane, we can thus use
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the equation of motion for freely falling particles. Under the influence of a gravitational wave
whose propagation direction is orthogonal to the plane of the interferometer, they will move
according to the patterns of p.15. Here we should identify the beam splitter with the particle
at the centre of the coordinate system, and the mirrors M; and M, with particles on the z!
axis and on the 2? axis, respectively. For determining the time-dependence of the distances d;
and ds, and thus of the phase difference, we use our results from Worksheet 2. The distance
from the origin of a particle with coordinates z* was given as

Skey* ()Y (1) = e a’ + 7F;0pen’ 2" = Gpex®a” + Re{AFje™" Y oppalat
If we consider, for simplicity, a pure plus mode, this simplifies to
Srey" ()Y (1) = Opeaz’ + Re{ A, ((¢')* — (2%)?)e ™'}
and, with A, = |A;|e, to
Seey ()Y (1) = ez’ + | Ay ] ((2)* = (2°)?) cos(wt — ) .

2 = 2% =0, hence

For the mirror M;, we have x
di(t)® = (z")? + | A | (') cos(wt — ¢)

and for the mirror M,, we have 2! = 2% = 0, hence
dy(t)” = (2*)? — | Ay | (2%)? cos(wt — ) .

If we assume that in the unperturbed state both arms have the same length dy, we can write

dy(t)* = d%(l + | Ay | cos(wt — @)) ;

do(t)? = d <1 — | Ay | cos(wt — go)) :
As a consequence, the phase difference reads
4
Ag(t) = ;\T (dl( ) — d2(t)> = — do <\/1 + |Ay | cos(wt — ) — \/1 — |Ay | cos(wt — go))

which, according to our general agreement to linearise all expressions with respect to the grav-
itational wave, simplifies to

4 1 1
() = S do (14 5|4+ cos(wt = ) = 1+ [ A [cos(wt =) + ...
4
= Tﬂdo ‘A+‘cos(wt—go).

Clearly, the phase difference is proportional to the amplitude |A, | of the incoming gravitational
wave. It is also proportional to the armlength dy of the interferometer. This is the reason why
gravitational wave detectors need a long armlength, several hundred meters at least. As always
with Michelson interferometers, the phase difference is proportional to the inverse of the wave
length A\ of the laser. A is not to be confused with the wave length of the gravitational wave.
The frequency w of the gravitational wave enters into the formula for the phase shift only
insofar as it gives the periodicity with which the interference pattern changes. In contrast to
the resonant bar detectors, interferometric detectors are not restricted to a narrow frequency
band. The observable frequency w is mainly limited by seismic noise which, for ground-based
interferometric detectors, will render gravitational wave signals of less than 1 Hz practically
unobservable.
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In addition to the noise produced by seismic vibrations and by a (time-dependent) gradient
of the gravitational acceleration, resulting from the fact that the Earth is not a perfect ho-
mogeneous sphere, there are several other sources of noise. Thermal noise has the effect that
interferometric gravitational wave detectors have to be cooled down if they are to operate below
~ 30Hz. The existing detectors (TAMA300, GEO600, LIGO, VIRGO, see below) operate at
room temperature, but the next generation of detectors will use cryogenic techniques to reach
lower frequencies. At the upper end of the frequency band, quantum noise plays a major role.
The elementary theoretical explanation of how an interferometer works is based on a classical
wave theory of light. If it is taken into account that, actually, light consists of quantum parti-
cles (photons), deviations from the classical interference patterns occur. Roughly speaking, the
mirrors in the interferometer are hit not by a classical wave but rather by a stream of photons,
similar to a stream of pellets from a shot gun. The resulting deviations from the classical inter-
ference pattern are known as shot noise. These deviations are small if the laser beam consists of
many photons, i.e., if the laser power is high. Noise resulting from the quantum nature of light
restricts the existing interferometric wave detectors to frequencies below ~ 10 kHz.

We now give a brief overview on the existing and planned interferometric gravitational wave
detectors. The first small model detector of this type was built by J. Forward in Malibu, USA,
in 1970. This was followed by a number of similar detectors at a laboratory scale, too small to
actually detect gravitational waves but useful for testing the technology, e.g. in Garching, Ger-
many, and in Glasgow, UK. In the mid-nineties the construction of detectors with an armlength
of at least a few hundred meters began. In chronological order of the date when they became
operational, these are the following.

TAMA300: This is a detector of 300 m arm length, located at the Mitaka Campus in Tokyo,
Japan. It became operational in 1999. As a comparatively small instrument its main
purpose was to develop advanced technologies to be used in bigger detectors.

GEOG600: This is a German-British project, originally planned to be realised near Munich.
Finally, the detector was built near Ruthe near Sarstedt near Hannover in the middle of
nowhere in Northern Germany. It became operational in 2001.

Fig. 6.9: from http://www.questhannover.de

The design is quite inconspicuous. In Fig. 6.9. we see the two vacuum tubes around the
two arms of the interferometer, each of which has a length of 600 m. The two tubes meet
at the main building.
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Fig. 6.10: from http://www.2physics.com

The main building hosts the laser, the beam splitter and several additional mirrors, e.g.
for power recyling and for mode cleaning, each in a vacuum container. In Fig. 6.10 we
can see these vacuum containers from the outside. Fig. 6.11 gives an inside view of the
container that houses the beam splitter.

Fig. 6.11: from http://u-182-1s004.am10.uni-tuebingen.de

GEO600 is sensitive in the frequency band between 50 Hz and 1.5 kHz. It is operated with
an Nd:Yag laser with an output power of 10 W at a wavelength of A\ = 1064 nm. With the
help of power recycling, the laser power that is actually circulating in the interferometer
is much bigger, namely ~ 10 kW. Since 2011 GEO600 uses a second laser that produces
squeezed light for reducing quantum noise. This laser is seen in the foreground of Fig. 6.10.
Squeezed light is light in a state that minimises Heisenberg’s uncertainty relation in such
a way that the uncertainty in space is very small while the uncertainty in Fourier space is
correspondingly big. The reduction of quantum noise is achieved by feeding this squeezed
light into the interferometer (from below in Fig. 6.8), in addition to the light from the
main laser (which comes from the left in Fig. 6.8). GEOG600 is sensitive enough to detect
length changes d; — dy in the order of 107 m. Recall for the sake of comparison that
the diameter of a proton is about 107" m. In contrast to other existing interferometric
gravitational wave detectors, GEO600 has no Fabry-Perrot cavities in the arms. While
LIGO and VIRGO are out of operation at present, undergoing upgrades to Advanced
LIGO and Advanced VIRGO respectively, GEOG600 is operational. It will be upgraded,
afterwards, to GEO-HF.
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LIGO: There are two LIGO sites, one in Hanford, Washington, USA, and one in Livingston, Lou-
isiana, USA. At each site there is an interferometer with 4 km arm length. At the Hanford
site there is a second interferometer with 2 km arm length in the same vacuum tube.

Fig. 6.12: from http://www.mpa-garching.mpg.de

LIGO went operational in 2002. The Livingston site, situated in the swamps of Louisiana,
is shown in Fig. 6.12. The vacuum tubes of 4 km length and 1.2 m diameter are the biggest
existing ultra-high vacua. LIGO operates in the range between 30 Hz and 7 kHz. Having
two smilar instruments working in parallel allows searching for coincident events. The data
of LIGO and GEO600 are pooled and analysed jointly. The data analysis team is known
as the LIGO Scientific Collaboration (LSC). Amateurs are included in the data analysis.
Within the Einstein@home project, everybody is invited to provide his or her computer
for analysing scientic data. Einstein@home was already very succesful in analysing data
from the radio telescopes at Arecibo and at Green Banks; more than a dozen new pulsars
were found by amateurs. Until now there was no spectacular success in the search for
gravitational wave signals in the LIGO/GEOG600 data, but maybe we just have to wait for
a nearby burst source. At present, LIGO is not operational. After being upgraded, it will
be back under the name of Adanced LIGO. Also, a third detector of the Advanced-LIGO
type is going to be built in India.

VIRGO: This is an Italian-French gravitational wave detector at Cascina near Pisa in Italy
that became operational in 2007. The geometrical arm length is 3 km, but by folding the
laser beams the effective arm length can be extended up to 100 km. VIRGO is located
within the site of the European Gravitational Observatory (EGO), see Fig. 6.13. It is
operated at frequencies between 10 Hz and 10 kHz. At present, VIRGO is shut down.
Similar to LIGO, it will return after being upgraded under the name of Advanced VIRGO.
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There are plans for some other ground-based interferometric gravitational wave detectors.

KAGRA: The original name of this Japanese project was LCGT (Large Scale Cryogenic Grav-
itational Wave Telescope). As suggested by the C in the name, it is a detector that will
use cryogenic materials such that it can be operated at low temperatures. The instrument
is to be built in tunnels of the Kamioka mine, with an arm length of 3 km. It is planned
to become operational in 2018.

Einstein Telescope: This is a joint project of eight European institutions, including the Albert
Einstein Institute in Hannover, Germany. At the moment it is unclear if, when and where
the project will be realised.

Fig. 6.14: from http://physicsworld.com

Similarly to KAGRA, it will be an underground detector (at a depth of 100—200 m), see
Fig. 6.14, and it will use cryogenic materials for low thermal noise.

The sensitivity of existing and planned ground-based interferometric gravitational wave detectors
is shown in Fig. 6.15. The resonant bar detector AURIGA is included for the sake of comparison.
The picture is taken from S. Hild, Class. Quantum Grav. 29, 124006 (2012).

AN

' LIGO P

[ce™ “HE
N
b Advanced Virgo 4

9
LY
3
~

10 \n

.

“~.__ fpdvanceqLIGQ .-
24 \.ll aLIGOLup =

Strain [1/sgrt{Hz)]

Einstein GW L~
Telescape \
10—}5
1 10 100 1000 10000

Frequency [Hz]

Fig. 6.15: from S. Hild, loc. cit.
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As mentioned above, ground-based interferometers are limited to frequencies above 1 Hz, because
of seismic noise. Therefore, e.g. gravitatonal waves emitted by the Hulse-Taylor pulsar (with a
frequency of less than ~ 107 Hz) or by similar binary pulsars are outside of the range of such
detectors. There are plans for space-based interferometric gravitational wave detectors that
could overcome this limit. They include the following.

eLISA: This is a long-standing project, designed already in the 1990s, for a space-based in-
terferometric detector. The original name of the project was LISA (Laser Interferometer
Space Antenna), and it was planned as a joint project of NASA and ESA.

Fig. 6.16: from http://lisa.nasa.gov

In this original version, LISA should consist of three satellites, see Fig. 6.16, arranged in an
equilateral triangle with a side length of 5 million kilometers. (That’s about 12 times the
separation of the Earth and the Moon.) This triangular array was supposed to fly along
the orbit of the Earth around the Sun, trailing the Earth by 20 degrees. The inclination
of the plane of the triangle with respect to the ecliptic was planned to be 60 degress. Each
of the three satellites was to host two laser sources and two test masses, so that from each
satellite a laser beam could be sent to a test mass in either of the two others. As it is
impossible to receive a reflected laser beam with a measurable intensity over a distance of
5 million kilometers, it was planned that each satellite should host two transponders which
would send back, after receiving a laser beam from a partner satellite, coherently a laser
beam with the same frequency. In 2011, NASA stopped funding for LISA. Since then, it is
a European-only project. Under the name NGO (New Gravitational wave Observatory) it
entered into ESA’s L1 mission selection, together with two competitors: The Jupiter Icy
Moon Explorer (JUICE) and the X-ray observatory ATHENA. The winner was JUICE.
NGO was re-designed and was elected as an L3 mission under the name eLISA (evolved
LISA).

b

Fig. 6.17: http://www.dlr.de

A tentative launch date for eLISA is 2034. It is now planned as a system of a mother
spacecraft with two daughter spacecraft. The mother emits laser beams that are sent
back from transponders on board the daughters. There is no laser beam between the
two daughters. The separation between the spacecraft has been down-sized to 1 million
kilometers, see Fig. 6.17. eLISA would be sensitive in the range between 0.1 mHz und 1
Hz where ground-based detectors cannot operate.
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As a preparation for the (e)LISA mission, a spacecraft called LISA Pathfinder has been
constructed, see Fig. 6.17. It is waiting for being launched in 2015. It houses laser and test
masses at a separation of & 40 cm in one spacecraft. The main purpose of the project is to
test the technology for eLISA (drag-free control, transponders for laser beams, etc.) under
space conditions. A model of LISA Pathfinder was on display at the ILA in Berlin, May
2014. There is also a plan to use the LISA Pathfinder spacecraft, after its main mission is
completed, for a test of MOND (MOdified Newtonian Dynamics), an alternative theory of
gravity.

e

Fig. 6.18: from http://news.softpedia.com

i

DECIGO: The acronym stands for DECI-Hertz Interferometer Gravitational wave Observa-
tory. It is a proposed Japanese space-based instrument. The name refers to the fact that
this detector is planned to operate in the frequency range between 0.1 Hz and 10 Hz (a
decihertz). At present, it is unclear if and when this project will be actually realised.

BBO: The Big Bang Observatory is a far-future project that has been suggested by physicists
from the USA. As the name suggests, its main goal is the detection of gravitational waves
that came into existence shortly after the big bang. The proposed instrument consists of
12 spacecraft, arranged into 4 LISA-type triangular patterns. It is written in the stars if
BBO wil ever fly.

6.3 Doppler tracking of satellites

Resonant bar detectors and interferometric detectors are instruments that are constructed for
the sole purpose of detecting gravitational waves. In particular the advanced interferometric
detectors are rather expensive instruments. In this subsection we discuss a method of searching
for gravitational waves that is much cheaper because it is not necessary to build new equipment.
The method uses spacecraft which have been launched for some other purpose, in particular
spacecraft investigating the outer parts of our Solar system like Voyager, Pioneer 10, Pioneer 11
and Cassini.

The path of such a spacecraft is routinely monitored with the help of Doppler tracking. The idea
is to search in the Doppler tracking data for signatures of gravitational waves. Doppler tracking
works in the following way. From the Earth, a radio wave signal is sent to the spacecraft which
is highly monochromatic with a stable frequency v.,. On board the spacecraft, a transponder
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receives the signal with a frequency v... and coherently sends back to the Earth a signal with the
same frequency ... The station on the Earth measures the freqency v/ with which the signal
arrives. The frequency ratio v /Ven is different from one for the following reasons. First, the
motion of the spacecraft relative to the Earth causes a Doppler shift which is well understood on
the basis of special relativity. Second, the gravitational field of the Sun produces a gravitational
frequency shift which is also well understood. If we assume that a gravitational wave is sweeping
over our Solar system, this would produce an additional frequency shift.

The idea of using Doppler tracking data for detecting gravitational waves came up in the early
1970s. The mathematical formalism was worked out by F. Estabrook and H. Wahlquist [Gen.
Rel. Grav. 6, 439 (1975)]. A comprehensive overview of the method can be found in the Living
Review by J. Armstrong [“Low-frequency gravitational wave searches using spacecraft Doppler
tracking”, Living Rev. Relativity 9, (2006), http://www.livingreviews.org/lrr-2006-1.]

In the following we calculate the effect of a gravitational wave on Doppler tracking data under
highly idealised assumptions. We ignore the motion of the spacecraft relative to the Earth and
the effect of the gravitational field of the Sun, i.e., we only calculate the effect of the gravitational
wave that comes on top of the well-understood Doppler shift and the gravitational frequency
shift produced by the Sun. Also, we ignore the influence of the interplanetary medium on radio
waves.

Az

Eall

Fig. 6.19: Earth and spacecraft at rest in Minkowski background

The Earth and the spacecraft are assumed at rest in the Minkowski background at (ct, 0,0, 0) and
(ct, L,0,0), respectively, see Fig. 6.19. We treat the gravitational wave as plane-harmonic which
is reasonable for a periodic source that is sufficiently far away. We work in the T'T gauge and
we restrict, for simplicity, to a pure plus mode that propagates in the z direction, see Fig. 6.19.
This is the geometry which gives the maximal effect. The metric reads

v = N + h';u/ = Nuw + my

with
0 O 0 0
i(kz—w 0 A 0 0
Y (ct, 2,y, 2) = Re{ Ay e ™0} (Aw) =10 "o —A, 0
0 0 0 0
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Without loss of generality, we assume A, to be real. (This can be achieved by shifting the zero
point on the time axis. Of course, if we had a superposition of different modes, we could make
the amplitude real only for one of them.) Then

Gudrtda” = —Adt* + da® + dy® + dz° + Ay cos(kz — wt) (da® — dy?) .
This demonstrates that for the emitter (Earth) and the receiver (satellite), whose worldlines

are t lines, the time coordinate ¢ coincides with proper time. Therefore, we can calculate the
measured frequency shift in terms of ¢.

/
tenl

trec

emitter at (Ct, 0, O, 0) receiver at (Ctv L7 07 0)

Fig. 6.20: worldine diagram of the emitter-receiver system
We assume that the emitter sends a light ray at t., which is reflected at t,.. by the receiver and
arrives back at ¢/ . see the worldline diagram in Fig. 6.20. As the light rays are travelling along

the x axis, they satisfy
0= —c*dt* + daz* + A, cos(wt)dz” .

On the first leg, x is increasing, hence

+cdt

dr = .
V/1+ A, cos(wt)

In the linearised theory, to which all our calculations are restricted, this can be simplified to

dx

Cc

— (1—%cos(wt)+...)dt.
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Integration over the first leg gives

L trec A+
— = /tcm (1 — cos(wt)) dt . (F1)

C

For later purpose, we observe that this implies

L
T = — = tiee —tem + O(Ay), (F2)
c
Equation (F1) determines ... as a function of ¢.,,. Differentiating both sides of (F1) with respect

to tem results in

0= Zij (1 — % cos(wtmc)) — (1 — % cos(wtem)> .

Linearisation with respect to A, yields

dhe _ () A A A A
Q. (1 5 cos(wtrec)) (1 5 cos(wtem)) =1+ 5 cos(wtrec) 5 cos(wtem)—l—...

and, with the help of (F2),

dtrec - é . ﬁ
B 1+ 5 cos(w(tem + T)) 5 cos(wtom) +...

On the second leg, z is decreasing, hence

. —cdt
V14 A cos(wt)

A
= — (1 — %cos(wt)—l—...)dt.
Integration over the second leg gives

tém
2 = / (1 _ A cos(wt)) dt (S1)
treC 2

which implies

- % e+ O(AL). (S2)

Differentiating both sides of (S1) with respect to tey, results in

0= Zi/:z (1 - % cos(wt'em)) - (1 — % cos(wtrec)> .

Linearising this expression gives us

dt’ A -1

T = (1 — 7+ cos (wt;m)> (1 — % cos (wtrec)>

=1+ % cos(wt’em) — % cos(wtmc) +...
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and, with the help of (S2) and (S1),

dte, Ay Ay
= 1+ - cos(w(tree + 1) — - o8 (Whee) + - .-

=1+ % cos (w(tem + 27)) — % cos(w(tem + 1)) + ...

The observed redshift is

AL — Aem o dt! dtl . dtiee
— _~em "~ __ v -1 = em 1 — em

)\om 1% ém dtem dtroc dtom

z —1

- (1+% cos(w(tem+2T)) — % cos(w(tem—l—T))) <1+% cos(w(tem+7T)) — % cos (wtem)> -1

= I —|—%cos(w(tem—l—2T)) —W—F éCO em +T)) - %Cos(wtem)) - I

= % (cos (wtem) CoS (2wT) — sin (wtem) sin (2wT) — CoS (wtem) )

— % (cos(wtem) {cos® (wT) — sin®(wT') — 1} — sin(wlem) 2sin(wT)cos (wT))

A
2

= — A, sin (wT) (cos (wtcm) sin (wT) + sin (wtem)cos (wT)) = A, sin (wT) sin (wtem + wT)

( — 2cos (wtem) sin? (wT) — sin (wtem) 2sin (wT) CoS (wT))

This demonstrates that the redshift z oscillates, as a function of t.,,, with the frequency w and
the amplitude
a = }AJF sin(wT)} < }AJF‘.

/W

Fig. 6.22: Plot of redshift against emission time
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Searches for gravitational waves with the help of Doppler tracking have been carried through,
e.g., with Voyager 1 and 2, with Pioneer 10 and 11, and in particular with the Cassini spacecraft
that was launched in 1997 and reached Saturn in 2004. From Fig. 6.23 we can read the frequencies
and the amplitudes of gravitational waves that could have been detected by Doppler tracking
of the Cassini spacecraft. We see that this method is sensitive only for low frequencies, around
1073 Hz, and for amplitudes of about 10716,

sensitivity for SNR = 1, 7 = 40 doys
Cassini GWET; DSS 25 deta only; all calibrations

log,g(sine wave sensitivity, h)
()

17 L L i i i i i
&y -4 1 aQ

o
S

leg,glfrequency, Hz)

Fig. 6.23: from http://www.livingreviews.org /Irr-2006-1

The radio links with spacecraft in the outer region of our Solar system are established with a
system of radio telscopes that is known as the Deep Space Network (DSN). It comprises sites in
the USA, in Spain and in Australia such that at any time of the day at least one of the stations
can communicate with the spacecraft. Fig. 6.24 shows one of the 34-meter telescopes of the
DSN, at Goldstone in the Mojave Desert in the USA.

Fig. 6.24: from http://www.livingreviews.org /Irr-2006-1
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6.4 Pulsar timing arrays

The basic idea of using pulsar timing arrays for detecting gravitational waves is similar to that
of using Doppler tracking. Again, the change of the distance betwen two test masses is measured
with the help of its effect onto the frequency of a radio signal. In the case of Doppler tracking,
the two test masses are the Earth and a spacecraft; in the case of pulsar timing observations they
are a (millisecond) pulsar and the Earth. A major difference is in the fact that pulsar timing is
a one-way method (there are signals from the pulsar to the Earth, but no return signals) while
Doppler tracking of spacecraft is a two-way method.

A pulsar emits radio pulses at a rate that is highly stable. For millisecond pulsars, the stability
of the pulse frequency is comparable to the stablity of the best clocks we have. This, however
does not mean that the pulses arrive with a constant frequency here on Earth. Changes in
the times of arrival are caused e.g. by the relative motion of the pulsar and the Earth, by the
influence of the gravitatonal field of the Sun and of other masses the signal might pass, and by the
interstellar medium. All these known influences are taken into account in the socalled timing
formulas used by radio astronomers for evaluating their observations. Remaining differences
between theory and observation are known as timing residuals. A gravitational wave should
produce such residuals.

The idea of searching for signatures from gravitational waves in the timing residuals of pulsars
was brought forward by M. Sazhin [“Opportunities for detecting ultralong gravitational waves”
Astron. Zh. 55, 65 (1978)] and further developed by S. Detweiler [“Pulsar timing measurements
and the search for gravitational waves” Astrophys. J. 234, 1100 (1979)]. For a recent review on
the planned International Pulsar Timing Array see G. Hobbs et al. [“The International Pulsar
Timing Array project: using pulsars as a gravitational wave detector” Class. Quantum Grav.
27, 084013 (2010)].

Here we will give a calculation under highly idealised assumptions, just to outline the basic idea.
We treat the pulsar and the Earth as at rest in a Minkowski background, and we ignore the
influence of the interstellar medium. The gravitational wave is considered as a perturbation of
the Minkowski background within the linearised theory,

G (T) = Ny + By ()

where the perturbation is assumed to satisfy the following two properties: (i) components with
a time index vanish, hg, = 0, and (ii) the worldlines of constant spatial coordinates, i.e. the
curves (z#(t)) = (ct, T%) with a constant 7, are geodesics. These two assumptions are satisfied,
in particular, if h,, is an arbitrary superposition of gravitational waves in the 71" gauge.

By assumption, the worldlines of the pulsar and of the Earth are both ¢ lines. From the form of
the metric, o o
G (2)datda? = —2dt* + §;;dx'da? + hij(z)x'da?

we read that along these worldlines the time coordinate ¢ coincides with proper time. Therefore,
we can identify frequencies with respect to the time coordinate t with frequencies with respect
to proper time of the pulsar or of the Earth. We assume that the pulsar emits signals at a fixed
frequency vp. They will arrive at the Earth with a frequency vg(tg) that depends on the time
of arrival, tz. It is our goal to determine this function vg(tg).
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Fig. 6.25: Position of the pulsar and of the Earth

Along a light ray from the pulsar to the Earth, we must have
0 = —c*dt* + §jda’dz? + hyj(v)dx'da’
dt\? da’ dz’
=) =1+ hj(z)——
¢ (df)  hi @)

where ¢ denotes arclength with respect to the flat background metric, i.e.

and thus

d€2 = (Swdl'ldl'j .

Without a gravitational wave, the light ray moves on a straight line from the pulsar to the Earth,
i.e., dr'/dl is a constant unit vecor n’. With a gravitational wave, we have

dzt

7 =" + O(h)

and thus

dt —
¢y = \/1 + hij(x)nind + O(h?),

o —1/2 1 oo
dl = ¢ <1 + hij(z)n'n’ + O(h2)> dt = c(l — §hij(:c)n’n] + ...)dt

where the ellipses indicate terms of quadratic and higher order that will be neglected in the
following. Integration over the path of the light ray, from its emission time ¢p to the arrival time

tg, yields
te 1 . L
/ (1 — —h,-j(x)n’n]> dt = —
tp 2 c
where L is the distance from the pulsar to the Earth measured in the flat background. This
equation gives tp as a function of ¢p. Differentiation with respect to tp yields
dt 1 o 1
—E<1 — —h;j(ctg, ?E)n’nj> — <1 — —hge(ctp, ?p)nkne) =0,,
dtp 2 2

1 —
dtp (1 - §hkg(CtE, Fr)nFnt

) 1 1 -
E = 1 =1- §hk5(CtE, ?E)nkng + §hij(ctp, ?p)nln” + ...,
E (1 - §hij(ctp, ?p)n"nj>
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dt n’
CF =14 T (hyletp, 7o) — higlets, Tr) ).
dtg 2

We have thus found that the pulses, which are emitted with a constant frequency vp, arrive with
a frequency vg(tg) given by

ve(tg) —vep  dip n‘n’

= L=y (et ) = et 7))

We see that the frequency shift depends on the projection onto n’ of the wave amplitude h;; at
the pulsar and at the Earth. If there is a single wave in 7T gauge propagating in the ® direction,
n’ must have a non-vanishing component in the 2! — 22 plane to give a non-zero frequency shift.
If the same gravitational wave is observed with at least three pulsars, the propagation direction
of the wave can be deduced.

Pulsar timing arrays are used for many applications; the search for gravitational waves is only
one of them. Three pulsar timing arrays have been established which routinely observe the times
of arrivals of many pulsars:

e Parkes Pulsar Timing Array (PPTA): This uses the Parkes Telescope in Australia and
takes data since 2005.

e European Pulsar Timing Array (EPTA): This uses data from five radio telescopes in Eu-
rope, namely Effelsberg, Jodrell Bank, Westerbork, Nangay, and a new one in Sardinia.

e North American Nanohertz Observatory for Gravitational Waves (NanoGRAV): This is an
Americal pulsar timing array using data from Arecibo and Green Bank.

It is planned to join them into an International Pulsar Timing Array (IPTA), see Hobbs et al.,
loc. cit. Great progress with pulsar timing data is expected from the Square Kilometer Array
(SKA), an array of radio telescopes in the Southern hemisphere with an effective aperture of a
square kilometer that is planned to be operational around 2020.
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Fig. 6.26: from G. Hobbs et al., loc. cit.
Pulsar timing arrays are sensitive to gravitational waves at very low frequencies, between 10~°

and 107Y Hz, with an amplitude of about 107'°, see Fig. 6.26. Possible sources that could be
detected with this method are merging supermassive black holes.
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6.5 Influence of gravitational waves on electromagnetic waves

All the methods we have discussed so far were based on measuring the effect of a gravitational
wave onto massive bodies, either onto vibrating masses or onto free test masses. Electromagnetic
waves were used in some of these methods, but only as a tool for measuring the effect onto the
massive bodies.

In this section we briefly discuss the possibility of detecting a gravitational wave by its effect onto
an electromagnetic wave. One such method was suggested by M. Cruise [“An interaction between
gravitational and electromagnetic waves” Mon. Not. Roy. Astron. Soc. 204, 485 (1983)]. It is
based on the observation that a gravitational wave causes a rotation of the polarisation plane of
an electromagnetic field.

In an arbitrary general-relativistic spacetime, the polarisation vector II of a linearly polarised
electromagnetic wave in vacuo is parallely transported along each ray. This can be deduced from
Maxwell’s equations in the high-frequency limit (i.e., in the geometric optics approximation). If
we denote the tangent vector to the ray by K, the polarisation vector satisfies the equation

ViII =0

or, in coordinate notation,
Kt IIP + 17, K"II" = 0.

The vectors K and II span the polarisation plane. This plane always contains the direction
tangent to the ray, so the only thing it can do is to rotate about this direction. We see that,
with respect to the coordinate system used, such a rotation is caused by the Christoffel symbols.
For a gravitational wave in TT" gauge, we already know that the Christoffel symbols read

D0 = 517 Re{ (hyAor + koA, — Ko A,y) i}

where k, is the wave covector of the gravitational wave. According to this equation, a gravita-
tional wave would cause a rotation of the polarisation plane of an electromagnetic wave.

Fig. 6.27: from http://www.sr.bham.ac.uk/gravity
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The expected rotation angle is tiny. Therefore, Cruise designed a gravitational wave detector
that would enhance this rotation by making use of a resonance effect. The electromagnetic wave
is a radio wave in a wave-guide that is bent into a loop. The resonance frequency of the system
is 100 MHz. If a gravitational wave with the same frequency comes in, the polarisation plane
is periodically kicked by a tiny rotation angle in such a way that these tiny rotations add up.
Cruise built two such instruments in Birmingham so that he could look for coincidences, see
Fig. 6.27. Note that these detectors would be sensitive at a frequency of about 100 MHz, i.e.,
at an extremely high frequency in comparison to all other gravitational wave detectors.

In addition to the possibility of constructing non-orthodox gravitational wave detectors, the
effect of a gravitational wave onto electromagnetic waves is of crucial relevance in view of the
cosmic background radiation. In recent years several experiments are analysing the polarisation
of the cosmic background radiation. In analogy to decomposing a vector field into rotation-
free and divergence-free parts, the Fourier components of the cosmic background radiation are
decomposed into electric (E) and magnetic (B) modes. Primordial gravitational waves that have
come into existence through quantum fluctuations in the very early universe would produce a
specific signature of B modes. These B modes from primordial gravitational waves could have
a measurable amplitude only if our universe underwent an inflationary period, i.e., a period in
which the universe expanded exponentially.

In March 2014 it was announced that the BICEP2 experiment had found B modes from pri-
mordial gravitational waves in the cosmic background radiation. BICEP2 was a radio telescope
near the South Pole that was operational from 2010 to 2012. If confirmed, the BICEP2 result
would give strong support for the idea that quantum fluctuations in the early universe have
produced gravitational waves and that there was an inflationary period. (The idea of primordial
gravitational waves, resulting from quantum fluctuations, was developed already in the 1970s
by L. Grishchuk and others. The idea of an inflationary universe, brought forward by A. Guth,
F. Englert, A. Linde and others around 1980, allowed for an increase in the amplitudes of these
primordial gravitational waves that could make them measurable.)

Fig. 6.28 summarises the different types of gravitational wave detectors, the frequency range in
which they are sensitive and the types of sources they could detect.
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Fig. 6.28: from http://www.astro.gla.ac.uk
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7. Gravitational waves in the linearised theory around curved spacetime

Up to now we have treated gravitational waves as small perturbations of Minkowski spacetime.
We will now modify this approach by allowing for a curved background, still assuming that
the gravitatonal wave is a small perturbation. Possible applications include the propagation of
gravitational waves with a small amplitude near a black hole.

7.1 Linearised field equation around curved spacetime

We consider a metric of the form 5
Guv = Juv + h;w

B . . . . L

where g, is an arbitray Lorentzian (background) metric and the perturbation is assumed to be
so small that all terms of second or higher order with respect to h,, or its derivatives can be
neglected. We want to work out the field equation (without a cosmological constant),

R
Buw = 5 G = KL

in this linearised theory. As a first step, we have to calculate the Christoffel symbols.

For this chapter, we agree to raise and to lower indices with the background metric. Then, to
within our linear approximation, the inverse metric is of the form

gup — 51/;} — h¥P .

Proof: g, (9" — 1*?) = (G + hy) (977 — h*¢) = 60+ b — b, = 6.

B B
Let I'*,,, denote the Christoffel symbols of the background metric and let V be the covariant
derivative with respect to the background metric. Then the Christoffel symbols of the perturbed
spacetime are

1
Fp;w = igpa (augau + augau - aag/u/)

1
- (500 — h*?) <6u (50,, + how) + 0, (5(,“ + hop) — 05 (5,“, + h,w)>

2
1 1
— L (0 Gov + O Gop — 0o Q) + 55’” (O + Dohooy = Oahy) = Sh™ (0G0 + O Gop — Or Q)

B 1B 1B ,B B B B
= pr, + §g”)‘ (@Lh)\y -+ &,hw — 8Ahu,,) — igp)\gUThAT (8Mgo,, + aygcm - aag;w)

B B
= Fpuy + igpA (a“h)\,, + 8,/}11)\# — 8)\hwj — QFTW,hAT>

B 1B A\ B B B B B B
= Fpuu + §gp (vuh)\l/ + FTuAhTV + FTw/h)\T + Vuh)\u + FTV)\hTu + FTVuh)\T

B 1,B B B
=+ (Vuhﬂy LV, — vphw)



We write this result as s

I*, =17, +0",,
where

1,B B B
51"[)“” = 5 (vuhﬁy + Vyhpu — Vphw,>

is a tensor field. (Recall that the difference of the Christoffel symbols of two connections is a
tensor field.)

Next we calculate the curvature tensor.

R vpo 8 F po 8 Fuuo + Fluzj.%l—"%pcr - F pHFHuo

— 0, (?“M + 5rﬂ,w> _ 9, (?ﬂw + (5F“W>

B B B B
+ <FHVH + 51—‘“1/&) <PRPJ + 5PRPU) - (Pupn + 5Pupf€> <PRVJ + 5FRI/U)

B B . B B ; B
= R'Ype + 0,01 e — 0,015 + TH,01"  + T 0010, — TV ,000" e — T 00l + ..

The term indicated by ellipses is of second order and will thus be neglected in the following.
This gives us the curvature tensor in the form

B
R',e = R",,s + 0R", 0

where
B K Bli B K Bli
ORV', e = 0,0 )y — 0,015 + TV, 01" 1y + I 01,0 — T, 017, — I 501"

B B B B B B B
= V, oI o — I, 01" ) + I, 01" + T 00T,

B B B} B B

=V, oIt + ITF 00", — " 00", — I'" ;01"
B . B B . B

+ 100" ) + T o0, — T 00", — T, 501"

B B
= V, 00",y — V,0T%,, .

With our earlier result for 6I'*,, this can be rewritten as

SR,y = %5 (Voo Vot = Vi) = 2V, (Vb + Vol — Vi, )

1
2

B B B B B B
VNV 0y + Vb, =V Vi hy — N,V 0y — Y NV ht, + vpv“hw) .



Contraction gives the Ricci tensor

B
Rl/o’ - Rl/o’ + 5RI/0’

where
1 B B B B B B B B B B B
6Rys = R e = 5 (v T+ NN oh = NN, — V.V, — V.V b, + th) .

Here we have introduced the trace of the perturbation,

h=ht', = ¢"h,,,

and the wave operator of the background metric,

B B B 5 B B
0=V, V¥ =4¢"vV,V,.

If we contract another time we get the Ricci scalar

B
R =R+ 0R
with
1 /B B B B B B B B B B

R = 0R", = 3 (V”V,,h -V, V"W, =V, V, A" 4 Dh”,,) = Uh — V,V, A",

Finally, the Einstein tensor reads
B
G = G + 0G

where

3G, = 5<RW . %R gw)

1 1
= 0R,, — zRIgu — §5Rg,w = 0R,, —

B 1 B
5 Rhuu—ﬁ(Sngj—f—

N | —

1 /B B B B B B B B B B B B -
- - (th +VuVoh =V, Vb =V, Voh — Rhyy — G (Oh — VY,V h° )) .

Now we use that the commutator of covariant derivatives can be expressed in terms of the
curvature tensor,

B B B B B B
(vau - Vuvp) h' = R puhs” — R pprhy)”
We find

B B B B B B B B B B B B
v,v,n+v,V,h, =V, NV,h" =R, h" + R\, +V, V0, — R0+ R0,

This can be rewritten, with the curvature identities

B B B B B
T T T T T
RMVT+RVTM+RTMV:O7 RupV:_Rpuua
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B B B B B B B B B B B B B
v,V,h'+V,V,h, =V, V,h+R 0"+ R, b, +V,V,h,"+ (RTPW +RTWP) h-"+R,.h,"
B B B B B B B B
= V,V,h,? + 2R, 0" + R,-h, +V,V,h,"” + Re b + Ry hy,”
=0
B B
where the underbraced term vanishes because of the curvature identity R.,,, = —R,.,,. Insert-

ing this expression into our result for dG/, gives
B B B B B B B
20G,, = Ohy +V, VL -V, V,h,/—2R",h" — R,-h,”
B B B B 5 /B B B
V',V — Rynhy™ — R — gw@h - vpvghpo) .

This is the general expression for 0G,, on an arbitrary background spacetime. From now on we
specify to the case that the background spacetime satisfies the vacuum field equation (without
a cosmological constant),

B
R,, =0.
Then

B B B B B B B B B B B B
26G,, = Ohyy + V,Voh — Y,V h,” — 2R yuhs? — VN b — G (Dh - vpv(,hw) .

This expression can be simplified if we use the gauge freedom. We follow our treatment in the
case of a flat background (see p.8/9) as closely as possible. We introduce

h B

Y = h',uz/ - 59;111
which implies
Y= g = h == 4h = —h,
hence
Y B
h',uz/ = Yw — 59;11/

B B B B B
R, (%ﬂ _ 15%’) ~ WV, (%ﬂ _ %&’) + 0wy + 0wV, Vs (w _ 15”)

=0



VoV, +W+/45§+9WV Ve ?g/é/

= D%w V Vp% 2R o Vo' V Vp% +9WV Vﬂ”"
We can now make a coordinate transformation of the form
' =t + fH(x)

where f#(x) is small of first order, i.e., so small that only terms linear in f#* and its derivatives
have to be kept. Then the metric transforms as

G (2)datdz” = g, (x + f) (da” + 0, f*(x)dz”) (dz” + 0, f¥ (x)da”)

= g (x)d2"dz” + 0,9, () [ (x)dz"dz” + 0, f"(x) gy (x)da’dz” + Oy f¥(2) gy (z)dxt da” + ...

= (900/(2) + 00900 (2) 7 (2) + 0" (@9 (2) + 0,1 ()93 (1) ) d*
ie.
G+ s = G+ Py + 00 Gy + G 0uf” + o0 f7 +
hence

ona B B B .
h;w = huu“—f aaguu+gpuaufp+guaauf +...

B B B B B B B
= h/u/ + fTaTg;w + Gpv (Vu.fp - Fp/rr.fT) + Juo (vufg - Fom‘.fT)

(A B s B, B B B 1B B, B B B
- huu"—v,ufu—i_v f,u_'_f ( Tg;w__gpug (8u907+8790u—809m) 29#09 (augp7+879pu_apgu7))

2
by + Vs + Y, fu+fT// ﬁﬁjﬂ// /ﬂ (Q/%ﬂ%?/%—%))

B B
=huw +V,uf, +Vof..

This implies

h — h+ 2€Uf”
or equivalently

tnde i ﬁaf”,
and

hB B B 1 B B B B B g

Y = hw = 59 = Py +V Sy + V0 o= 5 (0 42V ) G = Y+ Viufo + Vo fu = Vo 7 G
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Hence, the covariant divergence of v, transforms according to

B B B B B B B B g
Vi = YV, + VIV f, + VIV = VIV . 79

B B BB BB B B B :
= V', +0f + V.V, f7 =V, V. f7 =V, +0f + R fT.
=0
If f# is chosen such that

B B
Dfl/ = - v”V}u/a (WE)

the covariant divergence of v, is transformed to zero. (In general, a solution f# to the inho-
mogeneous wave equation (WE) does not exist globally on the spacetime manifold, unless the
spacetime is what is called “globally hyperbolic”. However, it does exist on a certain neighbour-
hood of a spacelike hypersurface, by giving initial data on this spacelike hypersurface. In the
following we are satisfied with having coordinates with the desired property on such a neigh-
bourhood.) Then

B B
20G, = Uy — 2R 070"

We still have the freedom of making coordinate transformations a# +— z# + f#(x) with % f*=0.
Up to now we have assumed that the background metric satisfies the vacuum field equation.
From now on we will assume, in addition, that the perturbed spacetime satisfies the vacuum
field equation as well. Then we get

B BT
ny,uu — 2R p,ul/)/Tp =0. (*)

In this case we can use the remaining gauge freedom to make the trace v = —h to zero, so that
Vv = Py

Proof: We can still make transformations z# +— x# + f#(x) with % f* = 0. This
wave equation has a unique solution if initial data f*(z° = 0) and 9y f*(2° = 0) are
prescribed. Here we assume that 2 = 0 is a spacelike hypersurface; then the solution
is defined on a neighbourhood of this hypersurface. We have to show that we can

B

choose the initial data such that the solution f* satisfies 2V, f#* — v = 0. We first
B

observe that the expression ¢ = 2V, f# — « satisfies the wave equation:

B B B B B B B B B B B B B B
Oy = 2VYV, V. f* — Oy = 2V7(V, Vo f* + R' 6 f7) — Oy = 2V, V, V7 f# — Oy
N——

=0

B B B B B B B B B
— 2(V,V, VY f# = B,V f* — R%,0 VY ) — Oy = 2V, 0% — Oy = 0
=0 =0 =0

where the last equality follows from taking the trace of (). This demonstrates that
t is uniquely determined by its initial data ¢ (2 = 0) and 9y(2° = 0). If we can
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choose the initial data for f* such that ¢(z° = 0) = 0 and 9y1)(z° = 0) = 0, then @
must vanish everywhere. As

B B 0 B .
=2V, =y =2V f" +2V,;f" —~

does not involve z° derivatives of the f?, and

B B BB . BB . B B BB BB B
Qo) = Vo =290V Vo f" +2VoV,f*" = Voy = =2900V'Vi [~ + 2V Vi f" — Vo
does not involve an 2 derivative of f°, such a choice of initial data is indeed possible.

O

As the main result of this section, we have found that the linearised vacuum field equation reads

B B
Ohyy — 2R puhs? = 0

in a gauge such that
B
V¥h,, =0, h=0.

We have shown that such a gauge is possible. Obviously, our gauge generalises the Hilbert gauge
to the case of a curved background and it incorporates, in addition, the consition that the trace
vanishes. Note, however, that it does not reproduce emphall properties of the TT" gauge that
we have discussed for plane-harmonic waves on flat background. In contrast to the 7T gauge, is
not in general possible to choose the coordinates on our curved background such that hg, = 0.

We see that, even in the most convenient gauge, the linearised vacuum field equation on a
curved background is not just the ordinary wave equation for h,, but it contains an additional
curvature term. This term somewhat resembles the mass term in the Klein-Gordon equation,

B
() — m2y = 0.

7.2 “Geometric optics” of gravitational waves on a curved background
We will now discuss how gravitational waves propagate, on a curved background, in the high-
frequency limit. This is the gravitational-wave analogue of geometric optics. In the last section

B
we have seen that, in a gauge with V#h,, = 0 and h = 0, the linearised vacuum field equation
reads

B B
Oy — 2R sl = 0.

On a flat background, we have found plane-wave solutions which are of the form
hyw () = Re{AWek"xa}

with a constant complex amplitude A,, and a constant real wave covector k,. In the case of a
curved background, exact solutions of this form do not exist. However, we can start out with
the more general ansatz

hyw () = Re{hg)u) (x)ei‘z’(x)}
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where hfg,) (x) is a complex-valued function of x and ¢(x) is a real-valued function of . With this
ansatz we want to find approximate solutions that resemble plane-harmonic waves in sufficiently
small spacetime regions. In the following we drop the “Re” sign to ease notation, but it is always
understood that the real part is to be taken.

With our ansatz, we calculate

Oy = VoV, (hOe) = V° (e (Voh®) + h}?%@agb))

v

0 (Lol 1 (0) , © 1(0),00 B 1 (0)2 0) D0l 0) Do o
— & (VIVGh) + Vo hDiVe6 + VT hDiV,6 + hYiVVe6 + WiV 6V ,0)
. B B B B B B
— & (DR — KOV 6V .0 +i(2V,hEV6 + hOT) )

Feeding this expression into the linearised field equation yields

. B B B B B B B .
&7 (Dhg)g — KONV 6 + i (2V,h OV + hg)gmgb)) — R, WP P = 0,

h<0>50¢€ o+ i(2€ h<0>€0¢ + h<0>5¢) + h<0>|%¢) OO — 2R, pOe —

pv o o tuw pv pv v prv bz .

We now impose the approximations that allow to interpret our h,, (x) as an approximate plane-
harmonic wave. To that end we assume that the phase varies more rapidly than the amplitude.
We fix an event with coordinates xy and we consider a neighbourhood of z( that is so small that

the amplitude can be treated as almost constant on this neighbourhood but ¢ varies such that
it can be written, approximately, as

6(x) ~ Blan) + V(o) (a7 — 2t)

B
As the constant phase factor el((b(xo)_v“‘t’(xo)xg ) can be absorbed into the amplitude, this means
that our h,, can be approximated as a plane-harmonic wave with wave covector

B
k, = V,0(x) .

B
As this can be done around any point, the function V,¢ can be interpreted as the covector field
of our approximate plane-harmonic wave. If we split this into temporal and spatial parts, we

B B
may say that V¢ gives the frequency (up to a factor of ¢) and that the V;¢ give the components
of the spatial wave covector.

If we adopt this approximation scheme, terms which are quadratic in the derivatives of ¢ are
bigger than terms that are linear in the derivatives of ¢, and the latter are bigger than terms
which do not involve any derivatives of ¢. This can be done, in a more formal way, by writing
a book-keeping parameter « in front of the phase and then comparing equal orders of . The
highest-order term in the linearised field equation is a second-order term in a. Equating it to
the zero on the right-hand side yields

(O)BU B
hOVI$V,¢ = 0,. (FO)
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Next we get two first-order terms which require

B B B
2V, )V ¢+ hi)0¢ = 0. (F1)

Finally, the zeroth-order terms give

B B
0 T 0
OA) — 2R, k"% = 0. (F2)
As the amplitude has, of course, to be non-zero almost everywhere to give a non-trivial wave,

B
(FO) says that the wave covector field k, = V¢ is lightlike,
9" kak, = 0.
B
This implies that the integral curves of the wave vector field k¥ = g””ku = 5V”Vﬂ¢ are lightlike

geodesics.

Proof: Obviously,
Gkt = g kyk, = 0,

so the integral curves of k¥ are lightlike. What we still have to show is that they are
geodesics, i.e., that

B
k'Y kP = 0.
To that end, we apply the covariant derivative operator to the equation
0= " kyk,
which results in
B g 5 B B B B B B
0= Vp(g‘“’kuk,,) = 2¢g" (Vpku) k, = 2k (V,,VH¢) = 2k"V V0 = 2E"V kK,

where we have used that, for a scalar field ¢,

B
vu¢ = a,u(bv
hence
B B B B B B B B
V, V.6 =V,0,0=0,0,0—17,,Vo¢ =0,0,0 —17,,Vo00 =V,0,6 = V,V,0.
O

We have thus shown that, to within the linearised theory on a curved background, the rays of
gravitational waves behave precisely as the rays of electromagnetic waves, i.e., that “gravitational
waves propagate at the speed of light”.

Now we evaluate the remaining equations (F1) and (F2). To that end we introduce the nor-
malised amplitude

}AL(O)(:Q _ hfgx) (I H(x) - \/h(o)f”(x)hgp (x)

~—
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From (F1), which can be rewritten as

B B B B
27V, = —h()V\V g = —h{D)V, kN |

we find

B
B B [ O)pv o
k‘"VJH _ kUVU hELOV) h(O)uy _ 2h k Voh(o);w

21/ hig? RO

B B
OOV —HAVE —H L
a 2H - 2H 2 M

With this information, we evaluate (F1) in the following way.

B B B ~ B
0 =2k"V,h{) + hO)Vk = 287V, (HR)) + hiD)V k>

B . . B B B R —_H B B
=2k (HV 1) + WV, H) + WOV = 2k HV B + 2h) ; AN+ RO

As H is non-zero almost everywhere, the last equation implies
B .
KV,h0) =0,

i.e., the normalised amplitude tensor is parallely transported along each ray. This result is
again completely analogous to the electrodynamic case, where the polarisation vector is parallely
transported along each ray.

Finally, we have to take (F2) into account. This equation implies that, on a non-flat background,
the amplitude h,(f)y) is not in general constant.

We emphasise that our approximation scheme was based on the idea of comparing equal powers
of derivatives of ¢. By adopting this approximation scheme, we have not only assumed that the
amplitude is varying slowly in comparison to the phase; we have also assumed that the curvature
term in the linearised field equation is small in comparison to the square of the derivative of ¢.
By contrast, if the curvature term is of the same order as the square of the derivative of ¢, it
moves from (F2) to (F0), i.e., (FO) has to be replaced with

B B B B 0
9PV GV pp — 2R" WO = 0.

In this case, it is not true that that the rays of gravitational waves are lightlike geodesics;
the background curvature produces a modification of the dispersion relation, i.e., of the relation
between frequency and wavelength of a gravitational wave. The question of which approximation
is justified depends on the physical situation: If the curvature of the spacetime is small in
comparison to A~2, our original approximation is valid; if it is of the same order of magnitude,
the latter approximation is valid. Here A denotes the wavelength of the gravitational wave.
(Note that the curvature tensor has dimension length™2.)
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7.3 Linearised field equation on Schwarzschild spacetime

In Section 7.1 we have derived the linearised vacuum field equation on a curved background in
the form

B B
Ohyy — 2R phs? = 0

B
which is valid only in a gauge such that V#h,, = 0 and h = 0. As an alternative, we can write
the linearised vacuum field equation in the form

B B
0 = 6Ryy = 6R" o = V,6T" 1y — V0T

which is true in any gauge, see p.65. In the following we will use the latter form because it leaves
us the freedom of making arbitrary gauge transformations.

It is our goal to evaluate this equation for the case that the background metric is the Schwarzschild
spacetime,

dr?
v
(1-7)

For later purpose, we list the non-vanishing Christoffel symbols of the Schwarzschild spacetime:

5de“d:c” = — <1 — T—S)czdt2 +

. + r? (d192 + sin d<p2) .

B B
Fit = Fir = T—Srsa
22(1- 1)
’
B _ B 2 B B
F:r:#a F;‘t:¥<1—r—s>, F;@:—T(l—r—s’)Sinzﬁ’ gﬁ = _T<1_T_S>
27”2(1—_) 2r r r r
T
B B 1 B
e, =19 = . T&D = —sinvcosV

1]2“0—15“0—00‘519 1]2“0—15“0——

do T Tl T ) e T Ter T

As the Schwarzschild spacetime is static and spherically symmetric, we can separate off the time

part and the angle part so that, in the end, we are left with an ordinary differential equation

for the radial part. The procedure is quite analogous to solving the Schrédinger equation with a

time-independent spherically symmetric potential: One splits off the time part ( ~ ei“’t) and the

angle part ( ~ Y (9, cp)) and is then left with an ordinary differential equation for the radial

part; in the case of the Coulomb potential, this radial differential equation has the Laguerre
polynomials as the solutions.

In the case at hand, the situation is considerably more complicated than in the case of the
Schrodinger equation as our unknown function is not a scalar ¢ but a tensor field h,,,. Therefore,
we have to deal with vectorial and tensorial spherical harmonics in addition to the ordinary
(scalar) spherical harmonics Yy, (¢, ). Also, the gauge freedom has to be taken into account.
Instead of beginning with splitting off the time part, as one usual does with the Schrodinger
equation, it is more convenient to do this at the very end. We proceed in the following five steps.
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Step 1: Expand h,,(t,7,19,¢) in terms of spherical harmonics.

Step 2: Decompose hy,(t,r, v, ) into parts that are even and odd, respectively, with respect
to parity transformations.

Step 3: Restrict to the odd parts. Simplify h,, (¢, 7,1, ¢) with the help of an appropriate gauge
transformation.

Step 4: Insert this simplified expression into the linearised vacuum field equation. After an
appropriate substitution this results in one equation for one scalar function Qg (t,r),
known as the time-dependent Regge- Wheeler equation [T. Regge, J. Wheeler: “Stability
of a Schwarzschild singularity” Phys. Rev. 108, 1063 (1957)].

Step 5: Separate off the time part to get an ordinary differential equation for a funcion that
depends on the radial variable only, known as the time-independent Regge-Wheeler equa-
tion.

The treatment of perturbations that are even with respect to parity transformations is consid-
erably more difficult. We will not work this out here. In the end, also in this case one arrives at
a Regge-Wheeler type equation for a radial function with an effective potential. It is called the
Zerilli equation and was found only 13 years after the Regge-Wheeler paper [F. Zerilli: “Effec-
tive potential for even-parity Regge-Wheeler gravitational perturbation equations”, Phys. Rev.
Lett. 24, 737 (1970)].

Step 1: As a preparation for expanding the metric perturbation into spherical harmonics, we
write it in the form

by (t, 1,0, p)da"dz” = hap(t,r, 9, gp)d:L'Ad:EB

+ 2 has(t,r, 9, p)detda™ + hsgo(t,r, 9, o)dr>ds? .

Here and in the following, indices A, B, C, ... take values r and t while indices ¥, 0, A, ...
take values ¢ and ¢. Recall that two covector fields without a symbol between them means
the symmetrised tensor product, de?dz> = %(dxA ® dz® + da* @ d:)sA). We see that, with
respect to the angular part, the perturbation splits into three scalar functions hag, two
covector fields hxdz™ and a symmetric second-rank tensor field hnodz>dz?. We do the
expansion into spherical harmonics for these three cases separately.

Scalar part: For fixed (¢,r), we have three scalar functions hy, h.y = hy and h,.. on the
sphere. These can be expanded into the usual (scalar-valued) spherical harmonics. For
non-negative m, they are defined as

Yo (9, ¢) = CPry (cosd)e™?

where the P, are the associated Legendre polynomials,

Pun(z) = (=)0 =22 ()" P

the P, are the Legendre polynomials,

1 /dn\* ¢
Pg([lf) = W(%) Pg(l’z—l) 5
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and the (', are normalisation factors,

e+ - m)!
Cem_\/ Ar(C+m)

The definition is extended to the case of negative m by requiring

Yicm(0.9) = (~1)"Vou (0. 9)

where overlining means complex conjugation. ¢ runs over all integers from 0 to oo and m
runs, for fixed ¢, over all integers from —/ to /.

Expanding with respect to spherical harmonics gives us the scalar parts of the metric
perturbation as

00 l
hAB(t,’f’, 197 @) = Z Z UABzm(t,’f’)}/gm(ﬁ, (P) :

{=0 m=—¢

Covector part: For fixed (¢,7), we have two covector fields hisdz® and h.sdz> on the
sphere. The coefficients h 45, are scalar-valued functions on the sphere, so one could expand
them in terms of the scalar-valued spherical harmonics Yy,,. However, this would not
be meaningful because the hyx, are not invariant scalar functions; they change if a new
coordinate basis is chosen on the sphere. To get an expansion that respects the invariance
properties of the mathematical objects, one needs (co)vector-valued spherical harmonics.
As the sphere is two-dimensional, we need two such sets for a basis. There are different
choices for such a basis. Here we choose the same basis as Regge and Wheeler: For the
first set we choose the gradients of the Yy, which clearly have the correct transformation
behaviour as covector fields,

B
Uy (9, 0)dz™ = Vs Yy, (9, @)dx™ .

The second set is constructed orthogonal to the first set,

B
(bémE (29’ SO)dIE = EEQVQnm(ﬁ> gp)d[)j’z 5

where

evodr” @ dztt = r2sin19(d19 ®dp —dp ® dﬁ)

is the Levi-Civita tensor field (volume form) on the sphere. The latter is defined by the
properties that it is anti-symmetric, exn = —eqx, and that it evaluates to unity on an
orthonormal basis,

(5md:c2 ® de) (

Oy Dy ) B Edy ~ r’sind
/B /B /B B Vr2r2sinZd
gyo Jop \/91919 Gpp \/T st
As the covariant derivative of a scalar function is the same as the partial derivative, the
(co)vector-valued spherical harmonics can be rewritten as

=1.

Vs (9, 0)dz™ = 0gYn (9, ©)dd) + 0p Yo (U, p)dy ,
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B B
Dy (0, 0)da™ = £9,G790,Ym (0, 0)d0 + .96 05Yem (9, 0)dp

1 1
= s ———0, Y (0, 0)d0 — sing =0y (9, ¢)dp
yzsinzﬂSDZ( ) 72/19[( )
1 .
- Slﬁ&pnm(l% Qp)dﬁ - Slnﬁaﬁnm('l% QO)d(p

We expand the covector parts of the metric perturbation with respect to this basis as

[e9) l
hAzdl’E = Z Z (@Agm(t,r)\llgmz +UAgm(t,T)q)gmz>dlL'Z.

=0 m=—/¢
Tensor part: For fixed (¢,7), we have a symmetric second-rank tensor field hxqdr®dz®
on the sphere. On a two-dimensional space, a symmetric second-rank tensor has three
independent components, so we need three sets of tensor-valued spherical harmonics for a
basis. Again, we choose the basis in the same way as Regge and Wheeler. As the second
covariant derivative of a scalar function gives a symmetric second-rank tensor field, we
choose for the first set

B B
Upmza (0, )dz™dz? = (VzVQYzm) (0, p)dz™dz™.

As the angular part of the metric, 529, is a symmetric second-rank tensor field proportional
to r2, we choose for the second set

B
Dy (¥, )dz™dz? = <Yzm %)(197 ©)dr=dat .

The third set we construct, in analogy to our procedure in the covector case, orthogonal
to the \Ifgmgg,

1 B . B B . B
Ximso (0, @)dada® = 2 (azAvAinm i aQAvAvgnm> (0, @) da™ dz® .

With the help of the Christoffel symbols listed at the beginning of this section, the tensor-
valued spherical harmonics can be rewritten as

B B B B B B
Uymsa(9, cp)d:vzdxg = VyVe Yo (0, p)d? + 2VyV oY (0, p)dddy + V,V Y, (U, ©)dp?
2 2 B 2 Bﬁ 2
= 02V (0, @) dY +2(aﬂa¢nm—r%a¢nm) (8, ¢)dddp+ (awnm—r Wamm) (0, ¢)de
— 02V (0, 0)d? + z(aﬁamm(ﬁ, ) — cot ¥ 0, Yim (0, go))dﬂdap

+ (a;nm(ﬁ, ©) + sin 0 cos 9 By Yom (¥, <p)>d<p2 ,

B B
ooV, @)dr"da® = Vi (9, ) (25d0° + 252d0?) = Vi (0, ) (d0° + sin®0 d?)

77



B B B B
Xemso(0, @)da=dz® = (gﬁjwv@vm@ (0, @)do? + (%ngwvmm) (¥, @)dddy
B B B B
+ (‘C:cpﬁgﬁﬁvﬁvﬁnm) (19’ (P)dg@d’lg + <5¢ﬁgﬁﬁvﬁvgpnm) (197 Sp)d(pz

B yrsiry
_T¥ 2
(apamm r wamm)(ﬁ, p)dv” + ey
#2sin v

B
0o (0, 9)dip — "= (000, Yiun (9, ) = T20,0, Vi) di?

_
i
7Zsin19

——

B
(ainm - Fﬂapapaﬁnm> (797 (p)dﬁdgo

1 .
~ sind (%&ﬁfgm(ﬁ’ ) — cot ¥ 9, Yim(0, <P)> (d0* — sin®V dy?)
1 | |
to (szyém(ﬁ, ©) — sin®V 93 Yy (9, ) + sin ¥ cos 9 Oy Yo (9, 80)) dide .

We expand the tensorial part of the metric perturbation in the form

hsa(t,r, 9, p)da>de? =

14

>N (l@ém(t> ) Wemsa (Y, 9) + Wen (8, 7) Pemsa(V, ©) + wen(t, 1) Xemsa (Y, @))dfﬂzdﬂfg -
L=0 m=—4

Step 2: We will now investigate the transformation behaviour of our various spherical harmonics
with respect to parity transformations (i.e., reflections at the origin)

(0, 0) = (m=d,p+m).
Obviously, under such a transformation
cost — —cost?, sind — sing, €M 1 MPeMT — gim? (e”)m = e (1),

Ay — —dv, dpw— dp, 0Oy —0y, O, 0,,
We also need to know that

Po(—1) = 2%(— %)Zpg(z — 1)’ = (—1)'Pya),
Pon(—2) = (=11~ 2™ = D) By() = (<)) (~1)Prn().

We introduce the following terminology. A function Fj,, (9, ¢) is said to be
e cven under parity transformations if Fy,, (7 — 9, ¢ +7) = (=1) Fpn (9, ),
e odd under parity transformations if Fy,,(m — 9,0 + 7) = (=1)*1F,,.(9, ).

Instead of even/odd, some authors say polar/azial, electric/magnetic or poloidal/toroidal.

With the help of the above transformation rules, we will now demonstrate that
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Yo (0, ) is even,

s (9, 0)da™ is even,
Dy (U, @)dz* is odd,
Uynsa (¥, @)dr>drs is even,
Dy (U, )dz¥dz* is even,
YXemsa (0, p)dr®dz® is odd.

Proof: Under a parity transformation,
Yo (0, ¢0) = CoPom, (cos 19) elm?
— ComPon ( — cos )™ ™™ = Cppp(—1)"(=1)" Py (cos 9) ™ (=1)" = (—=1)" Yy (0, ),

\Pémﬁ(ﬁv gO)dSL’E = 879}/57)1(797 <P)d79 + agonm(ﬁa SO)dSO
= (=1 (=99)Yem (9, 0)(=dV) + (=1)0,Yin (9, p)dp = (1) Wgnx (0, p)dz™,

Oypsdr™ = Siﬁ%}/gm(ﬁ, ©)dx? — sin ¥ 0yYpm (¥, p)da?
(1)

= —
sin

DY (0, ©)(=dz?) + sin ¥ (=09)Yem (0, @)dz¥ = (—1) T ®ppwda™

\Pﬁmﬁﬂ(ﬁv @)dxzdxg = 833/57)1(797 (p)dﬁa
42 (aﬁamm(ﬁ, ) — cot 99, Yo (0, go))dﬁdga + (a;nm(ﬂ, ) + sin 0 cos 99y Yom (0, go)) dp?

= (=) O30, )0 + 2=1)" (= 090, Yo (0, 0) + COL IO, Yo (¥, ) ) (~ 0

+(—1)° (Qing(??, ©) + sin ¥ cos Y0y Yy (10, go))d<p2 = (=)W ymada™da*?

Bpxa (0, @)dz=dz? = Y, (0, @) (dl(/12 + sin?d dgpz)
— (_1)61/5771(29’ 90) (d,&2 + SiIl2’19 dS02) - (_l)gq)EmZQ(ﬁa So)dzzdzﬂ ’

1
Xemsa (9, )dz>dz = s <8¢&9ng(1§‘, @) — cot ¥ Oy, Yo (1, go)) (ahS‘2 — sin®Y d(pz)

+

snd (Qing(ﬁ, @) — sin®9 D2Yyn (9, ©) + sin 0 cos 9 9y Yy (9, 90)) ddy
—1)¢
)

sin ¢

< — 0,09Yem (9, @) + cot ¥ 0, Y, (U, go)) (dz?2 — sin%Y dgpz)
2(=1)"

sin ¢

- <8ngm(19, @) — sin®V 93 Yy (9, ) + sin ¥ cos I Oy Yo (9, gp)) (—dY)dyp

- (_1)£+1X€m29(197 Qp)d[)j’zdxg
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Step 3:

We restrict to odd metric perturbations,

hAB(tv T, 197 @) =0 ;

[e's) J4
has(t,r, 0, )dz™ = Z Z Vaem (b, 7) Pomxda™

(=0 m=—/

o) 0
hsq(t,r, 9, gp)dxzdzzﬂ = Z Z Wem (, 7) X emza (U, @)dzzd:)sg.

=0 m=—¢
We fix ¢ and m, i.e., we consider one partial wave,

by (t, 7,0, @)da"dz” = 20505 (t, 1) Pemx (Y, <p)dxAde + Wern (£, 7) X emza (0, go)da:zdxﬂ )

This partial wave is determined by three scalar functions, vy, (¢, 7), Vrem (t, 1) and we, (¢, ).
We will use the gauge freedom for transforming wy,,(t,r) to zero. To that end, we recall
that under a gauge transformation

s a4 fr(x) = g (@) fo(@)

the metric perturbation changes according to

B B
hyw = by + NV f, + Vo fo.

We choose a gauge function of the form

B
.fA(t> r, 197 QO) =0 ) fZ(ta r, 197 QO) = Aﬁm(ta T) (EEQVQnm) (197 SO)

with a function Ay, (¢, r) to be determined. Note that such a gauge transformation depends
on ¢ and m, i.e., it is done for the chosen partial wave. Our gauge transformation preserves
the equation hsp = 0, because with the Christoffel symbols listed at the beginning of this
section we find

B B B B B
hap = hap+Vafs+Vpfa=0+0afp—T"apfu+0pfa—T gaf, = 0—2T"4p fs = 0.
=0
The tensorial part transforms as
hsa(t,r,0,9) = wem(t, 7)Xemsa (D, @) = (e () + A (t, 7)) Xemsa (9, @) -
Proof: We first observe that
B B B B
Vs (Ame™) = €0V + A Vg™ = e00s Ay, + Aomg>*Vseas = 0.
=0 =0
Here we have used the fact that the scalar function Ay, is independent of ¥ and ¢ and
that the Levi-Civita tensor is covariantly constant,
B
Vg&?QA =0.

The latter can be proven in the following way.
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B B B
I I
Vseaa = Oveang — Isacno — I socan

demonstrates that the left-hand side is zero for A = ). This follows from the fact that
then, because of the antisymmetry of eaq, the first term on the right-hand side vanishes
and the other two compensate each other. Therefore, we only have to consider the case

that A # Q:
B B B B
—Vyeps = Vyeyy = Ovn, — I vogn, — I 900,

=0y (rzsin 19) — 0 —cot¥risin® = rcos ¥ — r2cos = 0 ,

B B Bﬁ B
_ — — _ _ T — _ _ —
V@é’:‘wg = vwc":‘ﬁ@ = Qoaw T Pp9€Dp I €9 = 0 0 0=0.

With this result at hand, it is now easy to complete the proof.
B B
hsa = hsa + Vsfo+ Vafs

B N B NE
= WemXemza + Ve (Amea®VaYum) + Vo (Ames®VaYin)

BA B BA B A B B A B B

= win (252 VA VaYim + 20a VAV Vi ) + A Vo VaYom + Ames® VaVaYin
A B B A B B A B B A B B

= win (252 VaVaYim + 20 VaVsYin ) + Am20® VaVsYon + Ames*Va VoY

B B B B
= (wzm + Azm) (@AVAVQYM + é?QAVAVznm) .
O

If we choose Ay, (t,7) = —wen(t,r), the tensorial part is transformed to zero and in the
new gauge the metric perturbation is determined by just two scalar functions v, (t, ) and

'UT’Zm(ta"ﬂ%
by (t, 7,0, p)datdz” = 2 hyx(t, 7,9, cp)dxAde = 20a0m(t,7)Ppx (0, @)dxAde.

As the diagonal elements of h,, vanish, it is obvious that the condition of vanishing trace
is satisfied 5
9" hy, =0.

The generalised Hilbert gauge condition is, however, not satisfied,

B
V¥hy, # 0

in general. Note that our choice of gauge, which is known as the Regge- Wheeler gauge, is
done for a particular (¢, m).
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Step 4:

Now comes the hard part of the construction. We plug our metric perturbation h,,,
whose only non-vanishing components are hax(t, 7,9, ) = vVaum(t,7)Prms (9, ), into the
linearised field equation. We use the latter in the gauge-independent form

B B
0=V, oI, = V,or*,,
where

v By 5 5 5
200" po — 9 (Vph)\g + va—h)\p - V)\h'pcr>

B B B B B B
= 5'/)\ <aph'>\0' _%_ FTth)\T + aah)\p _%_ FTUph)\T - a)\h'pa +%+M>
B

= gy)\ <8ph)\o + 80}7')\;) - 8)\hpo - 2FTpcrh)\T) .

We will show that, owing to our choice of gauge, 0I'*,, = 0. We consider first the case

o = A =t,r, then the case 0 = X = 9, p. With the help of the Christoffel symbols listed
at the beginning of this section we find

B B
Ot = G (Dol + Ol — Obs = 2 ah )

B B BB By DB
= g“POshcp + 7 0ahsa — 29°PT cahpa — 267 TP s ahap = 0,
~—— ~—— ~—— ———r

e -0 -0 -0
5 B
6T,y = g <Q;rhﬁ+ Oshy, — Oxkgs — QFTuzh,\T>

B B BrpB BoaB
= ¢“POshop + g™ 0shoa — 2¢°PT 2 cxhpa — 26" TP gshap
S—— SN——

=0 =0
B
1 r
= —20°P=~5:83hpa + 20740 (1= =) LE 5P hap
12
= 20" b+ (1= )y = 0.
r r r

This means that the linearised field equation simplifies to

B
0 = V0", .

As a preparation for working out the ten components of this tensor equation, we cal-
culate the 6I",,. In this calculation, we constantly use the Christoffel symbols of the
Schwarzschild metric, and we will also need the eigenvalue equation of the angular mo-
mentum operator which reads

L% = —h2(sin )" (aﬂ (sin ¥ By Ye) + (sin ﬁ)—lafpnm) = R20(0 +1)Yym
in standard quantum mechanics notation. We find
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B B
20T 45 = g“P <5AhDB + Ophpa — Ophap — 2FZABhDE) =0,
0 =0 =0 0

B B
2012 45 = g°» (aAhAB + Ophpa — Opzhap — 2FCABhAC>
~——
B =0
B
= (04vBem + Opvamm — 20 apvcm) 92 Poma

B 5 B B
= (0avBom + Opvamm — 2 apvoem) 97" ea0d™ Vi Yon ,

7

g

=:2q9AB

5 B
20T 45 = g% (aAhDZ + Oshpa — Ophas — 2FAAZhDA>
~— ~——

=0 1,
F‘SA‘SQ
— 9°%(d 5 25 o

=9 ( AUDm — ODVAlm — - A'UDZm) my

=:2paAD

B B B
2602 45 = g™ (aAhAZ + Oshaa — Ozhas — 2FCAZhAC> = Vatm g™ (O Pomn — OrPems)
=0 =0

= UAngAA (aﬁq)fmgo - 84,0(I)Zm19) (525?6 - 556[0;)

B B B 9
= 'UAémgAA (aﬁ (Ecpﬁgﬁﬁaﬁ}/ém) - acp (Eﬁcpgspspacpyvém)> ﬁ

= 0aen 2 (= 0 (50 00y Vi) — 0y (5i09) 10, Vim) )

r2sin ¥

B 1
= UAngAAgEAﬁe(g + 1)}/ém7

5 B
20T%:q = ¢“” <5thQ + Oohps, — Ophsa — 2FAZQhDA>
=0

B B B B B
= 9%Pvpim (aE(I)ZmQ + 00 Ppmy — 2FAZQ®ZmA> = 9Pvpim (VE(I)émQ + VQ(I)ZmZ)

B
= 29“PVpimXemza ;
B B BarB
20T %5 = g™t (azh/m + Johas, — Onhsao — 2FCZQhAC> = 2 %50 @pmavomm
=0 =0 =0

= —25AA¢gmA< — vrgmr(l — %5)5358 — vrgmr(l — %S)sin%? 5§5£>

B

B
BAA rsy 9= BAA rs\ g0
=29 (bémA,UMmr(]' - r )’f’—2 = 29 (bémAvrém(]- - 7) T .
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We are now ready to calculate the covariant derivatives

B B B B
Vool = 0c0TC p + T, 0T 0 — TH0,60 = TH0,0TC

and
B B B B
VAOT? 5 = Oa0T2 15 + T2 00T 1 — TH ATy — TH AT,

for all index combinations p,o. On the right-hand sides we split the sum over = ¢, 7,9, ¢
into two sums, over A = t,r and ) = ¢, ¢, and collect all non-zero terms. We find

B
VeolC45 =0,

B B B B
Vadl2 45 = Oa0T 2 45 + T2 00T 45 — T4 2 qp — T9A0T2 4

B B B 1 1
= Oa (9™ " Pomaqan) + T a0 Ponngan — 52;525FAQB — 5%;6X6PAQA

5 B o1 .
= qasVa(9*" Ponn) — 5A;5FQQB — S 16T
=0 =0

= qasVa(9™ens g™ VnY) = qap eas, 970" VaVnYe, = 0,

=—E€3%A B B
=VnuVaYim

B B B 5
Vol sy = 0001 4z — TP 0401 gy — T%0x6T 40 = 9c (9" papPems)

B B B 1B,
—FBCAQ pBD(I)emz Yo 529 pAD(I)ZmQ:(I)ZmE<aC(gCDpAD)—FBcAgCDpBD——g pAr)

B B B B B
Va0l ax = 0401 4x + D2 000l 4x — TP AndT? 4q — T 2400 205 + T2 A0 an

Vatm B
=0(¢+1) —2Ai2 gA (EAA{‘:EA)/ZWL)
Bo A VAem BAp B 1 QBA B Urtm rg
" AnlZac =00+ 1) 5,29 esaVaYe, — 6Ar5 ADyrgos . (1- 7)
B
+0¢ g Ppap®ems; + 6¢ —(1 — _)QAEQ ADpaqac

UV Atm Vrom 23 ]_ T

={({+1) 2A62 Doy — 5A(I)£m2 ' (1 - —) + 9 "ParPems + = (1 - 7S)(I)£mEqAr
UV Atm Urgm rs 2B 1 Ts
= O, <€£ 1 5 s (- )
tms (+>2r2 A ( r)+rg pA+r( T)QA

B B B
Vool %0 = 0c0T%q — T 50T a0 — T 00T %

B B 2 .,
5A 9°PVpimXemza = Xemsa (5C(QCDUDém) — 9 Urém) ;
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B B B
Vadlsq = 0a0T 50 + T2 An0 T 50 — T AndT g — T AdT 25 + T2 AT Y 5g

Urem

B + 2Bop 2B,,
. (1- 7)VA (92 ®pmagsa) + 5(;;9 UDemXemeo = —9 "Urtm X tmze -

"
=0
Hence

B B
V0T ap =0,

B B B 5 B ]'B?"r
Vol 4y = Qppx (80 (9°"pan) —TPcagpep —;M

m 2 1
+w+mﬁ-¢uu—ﬁh-3mﬁ;uiﬁ%)

V,ﬁlwm = XémEQaC(gCDUDém) :

We see that the (AB) components of the linearised field equation are identically satisfied
The (tX) and (rX) components read

B

B,, B, 5 B Vo, 1B, 1 r
0= 87,(g ptr) — Ftrtg P — I ttgttprt + (0 + 1);—?2 + ;g Der + ;(1 — ;)Qtr

587’((1 - 7) (atvrém arvtém)) Ar ) (at'UT’Zm arvtfm) + .

2
4—:2 (arvtém - atvrém - ;Utﬁm)
mo 1 1
f(f + 1)% + — o (1 - 7) (at'UT’Zm _M) + — 9 (1 - _) (at'UT’Zm +M 2Fttrvt4m)
1 75\ OtVrem Utem  TSVtem
5 (1 — 7)87‘ (atvrfm - arvtﬁm) (1 - 7) ! r + 6(6 + 1) 2t,r, - r; 9 (F1>

0=

B
ar (5”pm~) +at (gttprt) F rrg prr +€(€+ 1) Urtm Urfm

r 1B, 1 r
2r2 7?2 (1—7S)+;g prﬂL;(l_?S)qM

2
O (0rVrom — OpUrp, — —v
— -0, ((1= - -
r r

202(1 _ L) 273 () 272 g2 (1_7;)

s

1
(=T (1 ) @ )
2
at (arvtﬂm - at'UT’Zm - ;Utﬁm)

2c2(1 _ L) ;?Jrﬁ (0 + 1)“’“47” Urém 7“521%

22 /2(7"3
rs

2
atarvtém - af?'urfm - _atvtém ((f+1)—2
i = r + ( ( ) . )UMm. (FQ)
92 C2(1 _ _) 2r
rs
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The (X€2) component of the linearised field equation gives one equation,

B B T
0= ar (grrvrém) + at (gttvtém) - ar((]- - 75)2}7’6777) - 2(1 Tg (F?))
1=
The field equations (F1), (F2) and (F3) can be decoupled. To that end we replace v,.4y,
with v,
= 1 rém
QZ ( TS) r
which allows to rewrite (F3) as
OpVtom r r r ,
= (1= 2)0,(r Qem) = (1 — ) Qum + (1= =) 78, Qe - (F3)
c r T r
Differentiation with respect to r yields
0, O Vpem rs s rs )
2 = T_2Qfm + 2 (]- - 7)87’624771 + Tar((l - 7)07“Qém> : (F3 )

With the help of (F3’) and (F3”), (F2) can be rewritten as an equation for @, alone,

e
== B+ 2059000 + 1o (1-)90m)}
2 (1= Q2 - (1 2 HEED
= (1=, ((1=)2.Qum) - aggm - ;2 (L= ((e+1 - %))Qém.

If we introduce Wheelers tortoise coordinate

r, = r+rsln(i . 1) L0, = (1 - %)aram - (1 - %S)ar,

rs

which shifts the horizon to r, = —oo, we have derived the standard form of the time-
dependent Regge- Wheeler equation

1
aiQém - ganém - W(T*)Qém =0.

Here the Regge- Wheeler potential Vy(r,) is given implicitly by
1 37’3

Vilr,) = —(1— =) <£(£+ 1) — —) .

r2 r r

Note that the potential depends on ¢ but not on m. This means that we could drop the
index m on Qg i.e., Qo = Qum.
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Step 5: Finally, we separate the time coordinate with the help of the ansatz

Qfm(tv T*) = e_ithZm(r*> .

Inserting this expression into the time-dependent Regge-Wheeler equation yields

d?*Zym . .
dlré —zwt + nge wt w(r*)Zeme—zwt — 0’ ’
d?Z, w?
— d 2 + W(T*)Zﬁm - gZZm .

This is the time-independent Regge- Wheeler equation. It is very similar to the radial
part of the time-independent Schrodinger equation with a spherically symmetric potential.
There are some differences, however. (i) The frequency occurs quadratic, rather than
linear, because the Regge-Wheeler equation is of second order in time. (ii) The radius
coordinate 7, ranges from —oo to oo, rather than from 0 to oco. (iii) We have to impose
the condition on our complex function (), that the corresponding metric perturbations
. are real. (The vag, are complex because we expand the real h,, with respect to the
complex spherical harmonics.) (iv) In contrast to the wave function in quantum mechanics,
there is no physical reason why @)y, should have to satisfy a square-integrability condition;
instead, one has to impose physically motivated boundary conditions.

From any solution Qg (t,7.) = Zsn(r.)e”* of the Regge-Wheeler equation we can con-
struct the metric perturbations v, and vy, in the following way. v,.s, is given directly
as

Urtm = Qfmr(]- - ,%9)_1

and vy, follows if we plug the ansatz vigy, (¢, 1) = Upne ™" into (F3’),

1 r
g&tvtfm - (1 - ;)Qﬁm + Tﬁm@fmu

dZZm
dr, =

It can be shown that then the field equation (F1), which has not been used so far, is
automatically satisfied by v,s,, and vi,.

_ZC_C;)UZm — (]- - —)ng—l—’f’

From time-harmonic solutions to the Regge-Wheeler equation we can construct the general
solution to odd linear perturbations of the Schwarzschild metric by forming superpositions
of solutions with different w and different (¢, m). Note that such a superposition is indeed
possible,; although we have chosen a gauge (i.e., a coordinate system) that depends on
(¢, m); the reason is that in the representation hy,, (z)dz"dz” of the metric perturbation
the x = (2%, 2!, 2%, 2%) denote the unperturbed Schwarzschild coodinates. (As the h,, are
small of first order, the difference between their values at the perturbed coordinates and
at the unperturbed coordinates is of second order and hence to be neglected.) Therefore

the h,, can be superimposed, even if we use different perturbed coordinates for different

(4,m).
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The Regge-Wheeler potential describes a potential barrier rather than a potential well,
see the picture below (and Worksheet 10). Correspondingly, there are no bound states.
We know already that monopole perturbations (¢ = 0) and dipole perturbations (¢ = 1)
cannot describe gravitational waves. Therefore, we omit these cases and plot the potential
for ¢ = 2 (solid), ¢ = 3 (dashed) and ¢ = 4 (dotted). The maximum of the potential is
near the light sphere at r = 3rg/2. In the limit £ — oo it approaches this value.

Vi(rs)

|
r=3rg/2

Two interesting types of problems are related with the Regge-Wheeler equation (and,
analogously, with the Zerilli equation for even modes). Firstly, one can study the way in
which an incoming wave is scattered by the black hole. To a large extent, mathematical
techniques can be taken over from the quantum-mechanical scattering theory. We will not
discuss this here. Secondly, one can study quasi-normal modes. The latter are defined
as solutions of the time-independent Regge-Wheeler equation with a complex w satisfying
the boundary conditions that nothing is coming in from infinity or from the horizon. In
physical terms, they describe what happens if a black hole is perturbed and then left alone.
What one expects is that the perturbation dies down in the course of time. That is exactly
what comes out. One speaks of quasi-normal modes, rather than of normal modes, because
w is non-real. Solutions with real w cannot satisfy the prescribed boundary conditions.
With our convention of writing the exponential factor as e™™*!, the imaginary part of w
describes exponential damping if it is negative and it describes exponential growth if it is
positive. In other words, a positive imaginary part would indicate that a small perturbation
of a Schwarzschild black hole becomes bigger and bigger in the course of time.
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More precisely, quasi-normal modes are defined as solutions Zy,, () to the time-independent
Regge-Wheeler equation with a complex w that satisfy the boundary conditions

}ng(r*) — Be_i“”*/c‘ — 0 for 7, — —0o0

}ng(r*) — C’ei“”*/c‘ — 0 for r, — oo

where B and C' are any constants. These conditions mean that the function Qg (t,7.) =
Zpm(r.)e™ ™" satisfies

}sz(t,r*) — Be_i“’(t“*/c))‘ — 0 for 7, — —0o0

}sz(t, Te) — Ce_iw(t_r*/c))‘ — 0 for r, — o0,

i.e., that the solutions are purely ingoing (towards the horizon) for r near rg and purely
outgoing (towards infinity) for big 7. (In Worksheet 10 we discuss a bit the behaviour of
the general solution to the Regge-Wheeler equation near the horizon and near infinity.)

Quasi-normal modes cannot be determined analytically. However, they have been exten-
sively studied numerically and with the help of analytical approximation methods. The
following table shows the complex frequencies for the first four quasi-normal modes for
¢ = 2,3,4, taken from a paper by E. Leaver [“An analytic representation for the quasi-
normal modes of Kerr black holes”, Proc. R. Soc. London, Ser. A, 402, 285298, (1985)].

0.37367 -0.08896 1
0.34671 -0.27391 i
0.30105 -0.47828 i
0.25150 -0.70514

0.59944 -0.09270 1
0.58264 -0.28130
0.55168 -0.47909 i
0.51196 -0.69034 i

0.80918 -0.094161
0.79663 -0.28443 i
077271 -0.47991 i
0.73984 -0.68392 i

TABLE I: The first four ONM frequencies foM) of the Schwarzschild
black hole for £ =2.3, and 4/3].

Natural units are chosen; for conversion into Hz one has to multiply with 27 x 5142 Hz x
Mg /M. We see that for fixed ¢ the real part of the frequency is maximal for the fun-
damental mode (n = 0). This is in contrast to normal modes where the frequency of
the fundamental mode is minimal. For all quasi-normal modes, the imaginary part of the
frequency is strictly negative. This demonstrates that every perturbation dies down in the
cause of time, at least in the linear theory, i.e. that a Schwarzschild black hole is stable
against linear perturbations. The damping time (i.e., the inverse of the imaginary part of
w) is surprisingly small: From the table we read that, for a black hole with a few solar
masses, the frequency is in the order of Kilohertz and the damping time is in the order of
Milliseconds!
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The picture below shows the frequencies of the quasinormal modes of a Schwarzschild black
hole in the complex plane.
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This diagram, taken from N. Andersson and S. Linnaeus [“Quasinormal modes of a Schwarz-
schild black hole: Improved phase-integral treatment”, Phys. Rev. D 46, 4179, (1992)],
displays the values for the quasi-normal modes with ¢ = 2 as diamonds and with ¢ = 3
as crosses. A similar diagram can also be produced with the even (Zerilli) quasi-normal
modes. One finds that they lie along the same curves but at different values.

Quasi-normal modes have also been calculated for charged black holes (i.e., for the Reissner-
Nordstém metric), and, with much greater difficulty, for rotating black holes (i.e., for the
Kerr metric). The differences could be used, in principle, for distinguishing different types
of black holes by the gravitational radiation they emit when they are perturbed.
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8. Exact wave solutions of Einstein’s field equation

Up to now we have treated gravitational waves as perturbations of a background
spacetime that are so small that all equations can be linearised with respect to
them. This is a viable theory for explaining any observations that are expected
for the foreseeable future. Nomnetheless it is helpful, and even necessary for a
full understanding, to study gravitational waves at the level of the full nonlinear
FEinstein equation. It could well be that some of the observations made in the lin-
ear theory, e.g. about the polarisation states or about the multipole characters
of gravitational waves, are just an artefact of the linearisation. In this chapter
we are going to discuss three classes of exact wave solutions to Einstein’s vac-
uum equations, known as Brinkmann solutions (or pp-waves), Einstein-Rosen
solutions, and Robinson-Trautman solutions.

8.1 Brinkmann solutions (pp waves)

We begin with Minkowski spacetime in double null coordinates (z!, 2% u,v),
where the u lines are the straight lightlike lines in negative z* direction and the
v lines are the straight lightlike lines in positive 2% direction. We then modify
the spacetime in such a way that it is no longer flat but that the v lines remain
lightlike, geodesic and orthogonal to planes. The idea is that the v lines can then
be interpreted as the “rays” of a gravitational wave with planar wave surfaces,
if the vacuum Einstein equation is satisfied.

From Minkowski spacetime in standard coordinates,

g = (dz')?* + (da?)* + (dz*)* — (da2)?,
1,2 .3 1,2

we transform to “double-null coordinates” | (z!, 2% 23, 2°) — (2!, 2% u,v), de-
fined by

1 1
xozﬁ(v—i—u), x3:ﬁ(?}_u)'
Then
(@2 — (dr*? = 2 (dv+du)’ — 3 (do —du)” =

_ %(MJF 2dvdu + di?) — %(du”— 2dvdu + i) = 2dvdu,

hence the Minkowski metric reads
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g = (dz')? + (dz*)* —2dvdu.

We now add a term that makes the spacetime dynamic (time-dependent), but
in such a way that 0, remains lightlike,

g = (dz')? + (dz*)* —2dvdu + H(z', 2% u) du®. (B)

with some function H(x!, 2% u). The dependence of H on u (i.e., on 2° — 2?)

makes the metric time-dependent. The vector field 0, is no longer lightlike,
but the vector field 0, still is. We will show in Worksheet 10 that, in addition,
0, is absolutely parallel, i.e., covariantly constant in any direction, hence in
particular geodesic. This allows to interpret the v lines as the propagation
direction of a wave that travels at the speed of light. Each zl-z%-surface (i.e.,
each surface {u = constant,v = constant}) is a Euclidean plane perpendicular
to the propagation direction of the wave.

Below we will calculate the Christoffel symbols of the metric (B) from which
one can easily determine the Ricci tensor. One finds that the vacuum Einstein
equation 17, = 0 holds if and only if H satisfies the Laplace equation with
respect to the variables ' and z2.

64P9,0pH = 0. (T)

If the condition (T) is satisfied, the metric (B) can be interpreted as a (pure)
gravitational wave. For the case that (T) is not satisfied, one finds that the
energy-momentum tensor has the form of that of an electromagnetic field; the
metric can then be interpreted as a combination of a gravitational wave and an
electromagnetic wave.

Metrics of the form (B) made their first appearence in a purely mathematical
paper by H. Brinkmann [“Einstein spaces which are mapped conformally on
each other” Math. Annalen 94, 119 (1925)]. The coordinates (z!, 2% u,v) are
known as Brinkmann coordinates. A. Peres [“Some gravitational waves ” Phys.
Rev. Lett. 3, 571 (1959)] rediscovered these metrics and interpreted them
as gravitational waves. They were studied in several papers by J. Ehlers and
W. Kundt [see in particular J. Ehlers and W. Kundt: “Exact solutions of the
gravitational field equations” in L. Witten (ed.) “Gravitation: an introduction
to current research” Wiley, New York (1962) p.49] who called them plane-fronted
waves with parallel rays or pp-waves for short. Obviously, “plane-fronted” refers
to the (2!, 2?)-surfaces and “parallel rays” refers to the v-lines.
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We will now write down the geodesic equation for the metric (B) which will give
us the Christoffel symbols. As usual, the most convenient way is to start from

the Lagrangian
1 1
L(w.d) = 5 gu(0)i"i" = 5 ((j;l)2 +(#2)2— 200 + H(z', 22 ) u2)

where an overdot means derivative with respect to an affine parameter s. From
this we get the geodesics as the solutions to the Euler-Lagrange equation

i(M)_M

ds O+ oxH a

Doing this for 2* = u, v and 24 yields

—u =0,
d(Ha) 1
. o _auH 2 0
U+ 15 5 U ,
1
i §5A383Hu2 =0,
hence
u =0,

1
b — §auHu2 — O Huit =0,

1
- §5ABaBHu2 - 0.

From these equations we read that the only non-vanishing Christoffel symbols
are

[V = — % OH — TV = — % oaH T4, =—-dPopH.
From the Christoffel symbols one can calculate the Ricci tensor
R.=01"76 =017, + 17,17, =17 ,,I'";,.
One finds that the only non-vanishing component of the Ricci tensor is
Ry, = %5AB<9A83H

so that indeed the vacuum field equation R, = 0 is equivalent to the Laplace
equation (T), as was already anticipated above.
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In the following we will consider those pp-waves for which the function H is a
quadratic form in the variables ! and 22,

H(z', 2% u) = hap(u)z?z?

with a symmetric (2 x 2) matrix (hap(u)). If the vacuum field equation (T) is
satisfied, i.e., if the matrix (hAB(u)) is trace-free,

0 Phap(u) =0,

these special pp-waves are called plane gravitational waves; otherwise they de-
scribe a coupled system of a plane gravitational wave and a plane electromagnetic
wave. Both cases were first studied by O. Baldwin and G. Jeffery [“The relativ-
ity theory of plane waves”, Proc. Roy. Soc. London A 111, 95 (1926)] who did
not know about Brinkmann’s earlier work on the larger class of what we now
call pp-waves.

The condition of vanishing trace means that for a plane gravitational wave the
matrix hap(u) can be written as

o f+(u) fx(u)
(han(u)) = (Mu) —f+<u>> |

The profile functions fi(u) and fy(u) determine the shape of the gravitational
wave. The fact that (within the class of metrics considered) two scalar functions
are necessary to determine the wave can be interpreted by saying that “a grav-
itational wave has two polarisation states”. This is in perfect agreement with
what we have found for plane harmonic waves in the linearised theory about
Minkowski spacetime, where we also had two polarisation states, the plus-mode
and the cross-mode).

For a plane gravitational wave the geodesic equation specifies to

i =0,



We see that there are geodesics that are completely contained in a lightlike
hypersurface v = constant. For them we have u(s) = ug, u(s) = 0 and ii(s) = 0,
so the u component of the geodesic equation is satisfied. The other components
read

() =3 (it i) ()
which can be integrated easily.

For all the other geodesics we have u(s) # 0. Then the u component of the
geodesic equation, & = 0, says that u can be used as the affine parameter.
(Recall that the affine parametrisation along a geodesic is unique only up to
a transformation of the form s — as + b with a non-zero constant a.) With
u(s) = s, the other components of the geodesic equation read

i) = 5 (£ () — @())) + 2 () (5)(5))
+ (1) (@ (5)0(5) = 22(5)i%(5)) + [ () (2 (5)i%(5) + 2% (5)i'(5)).

() -3 (48 5 €4

We see that the (z!, 2%) equation decouples. After having solved this equation,
v(s) is determined by a straight-forward integration. Therefore we concentrate
on the matrix differential equation for ' and z?. This equation gives the mo-
tion of the geodesics in the (z!,2?) plane, i.e., in the plane orthogonal to the
propagation direction of the wave. For the plus-mode, f. = 0, we have

) - 42 ()

At points where f, is positive, there is focussing in the z! direction and defo-
cussing in the 22 direction; at points where f. is negative, it is vice versa.

To discuss the cross mode, we may rotate the coordinates by 45,
vt 111 ! b 1 /1—1 y!
v ) 2 \—1 1) \a?)" ) 2\l 1 yr)
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Then
05 D6 -5CEENE)
20 )5 )6 -E )6 -4

so we have the same focussing and defocussing properties as for the plus-mode,
just rotated by 45°.

This consideration holds for timelike, lightlike and spacelike geodesics. For time-
like geodesics it gives the motion of freely falling test particles, in analogy to what
we have discussed in the linearised theory. We see that the plus-mode and the
cross-mode have the same physical interpretation for the exact plane gravita-
tional waves, but now z! and 2% may be arbitrarily large. To make the analogy
with our treatment of the linearised theory perfect, we may Fourier-expand the
matrix-valued function h4p(u) (i.e., the profile functions fi(u) and f(u)). Then
we get exactly the same expression for each Fourier mode

hap(u) = Re{h%Be_iw“/C}
as we had in the linearised theory.

We now turn to the lightlike geodesics. The
picture on the right shows the past light-cone
of an event R, in a famous hand-drawing by
Roger Penrose [“ A remarkable property of
plane waves in general relativity” Rev. Mod-
ern Phys. 37, 215 (1965)]. One sees that,
with the exception of the v-line through R
(which is a straight line), all light rays that
are issuing from the event R into the past are
refocussed into another event (). Actually,

taking the fourth dimension into account which is missing in the picture, a
pure gravitational wave refocusses light rays into a line (“astigmatic focussing”).
A combined gravitational and electromagnetic wave can refocus light rays into
a point (“anastigmatic focussing”). The picture also indicates that a plane-
wave spacetime cannot admit a Cauchy hypersurfaces, i.e., a hypersurface that
intersects any causal curve exactly once: Such a hypersurface would have to
intersect the v-line through R. But then some of the other past-oriented lightlike
geodesics from R to @) have to be intersected twice.
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The following picture of the light cone was produced with Mathematica. The
profile functions were chosen as f.(u) = 0 and f, (u) = k*x(u), where k is a non-
zero constant and y(u) is the characteristic function of a finite interval (i.e., the
gravitational wave is “sandwiched “ between two flat spacetime regions, bounded
by hypersurfaces u = constant). The z? dimension is omitted. The similarity
with the Penrose drawing is striking.

]

v4+u

The picture on the right gives a purely
spatial view of the light-cone above. Now
both spatial dimensions z! and 2? are
shown and the temporal dimension, u + v,
is omitted. One clearly sees the astig-
matic focussing: There is focussing in one
spatial dimension and defocussing in the
other spatial dimension, so that the light-
like geodesics are refocussed in a line.
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8.1 (Beck-)Einstein-Rosen solutions

In this section we want to discuss a class of excact wave-like solutions to Ein-
stein’s vacuum equation with cylindrical symmetry. These solutions are usually
called Finstein-Rosen waves although they were found by Austrian physicist
Guido Beck already 12 years before Einstein and Rosen [G. Beck: “Zur Theorie
bindrer Gravitationsfelder” Zeitschr. f. Physik 33, 713 (1925)].

Beck started out from known results on axisymmetric and static metrics which
had been found by H. Weyl in 1917. A metric is axisymmetric and static if
it can be written in cylindrical polar coordinates (¢, p, ¢, z) such that the g,
are independent of ¢, independent of ¢, and invariant under a transformation
© — —p. Such metrics describe the gravitational fields of time-independent non-
rotating bodies with axial symmetry. (If the invariance under the transformation
© — — is dropped one speaks of axisymmetric stationary metrics; then rotating
bodies are included.) Beck took the known axisymmetric and static metrics and
performed the formal substitution ¢ — 7z, z — it. Then the metric is still
axisymmetric but, instead of being time-independent, it is now invariant under
translations in z-direction. In this way one gets time-dependent metrics (waves)
with cylindrical symmetry.

The ansatz for the metric reads
gudatdr” = e (dp2 — c2dt2) + e W 2dp® + 2V d2?

where v, ¢ and W are functions of £ and p. This is precisely the same ansatz,
with the above-mentioned substitution, as it is used for the axisymmetric and
static metrics; in the latter context, one speaks of Weyl canonical coordinates.
This is the most general form of a cylindrically symmetric metric apart from
the fact that we have assumed invariance under ¢ — —¢ (in analogy to the
axisymmetric static case). Note that the ansatz of the metric in the (¢, p) plane
being proportional to (dp2 — czdtQ) is no restriction as every two-dimensional
metric is conformal to the flat metric.

To find vacuum solutions with the prescribed symmetry we have to calculate
the Ricci tensor. As usual, the easiest way to find the Christoffel symbols is by
starting from the Lagrangian for the geodesics,

1

Lixi) = 5 (e27_2¢ (0% — A1) + e W W22 + e2¢z'2)

where the overdot means differentiation with respect to an affine parameter s.
The Euler-Lagrange equations give the four components of the geodesic equation.
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After some elementary algebra they take the following form.

42000 p2+200t: =0,

P+ (3 8p¢)p — 2(&57 (9t¢)pt + ( 8,,@&)6 2

_e—2vw2<8€://‘/ o p¢> @2 . e—2’y+41/)ap¢ 22 _ 0’

1
E+2(0,7 = )Pt + (y — 0p)* + (Ory — Or) 55

- oW : _ I
+e n W 3 ( %/ —8tw>g02+e 2”41/’8@?22 =0.

From these equations we can read the Christoffel symbols and, thereupon, cal-
culate the Ricci tensor. We find

~ 1 9w
Reo = e (g0 op+ Ol a0~ 9 o)

aGW W 8W
wooew W f

1
R,, = W2e_27< — O+ gaﬁw + O + w)

O*W a,W
Ry = 0%y — 02837 — 0% + czﬁgw St U (8p7 — 8,@)
4% 4%
3t

1 1 W oW

R,, = 837 — gﬁffy — (92@/J + gﬁfzb + ;V — I’;V ((9[)7 + (9[)@/})
8
W o7 (0 — 0) + 2(8,0)°

a,0W oW oW
g; — 0~ %,@7+2@¢&w,

Rpt - Rtp -
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The other components of the Ricci tensor are zero. This reduces the vacuum
field equation to five scalar equations. The first two equations, R,, = 0 and
R,, = 0, are equivalent to the two equations

1
%W—7$W:m (B1)
1 8 |44
O — gaﬁ/} O, — atg/; =0. (B2)
Similarly, the equations I,, = 0 and Ry = 0 are equivalent to the two equations
FW W 9w (% 2
e = Oy — a5 (o) 4 (00)’ =0, (BY
2
03y = —337 - —(&e@/}) (90)" = 0. (B4)

The last component requires
9,0 8pWa oW
W w W

We will solve these equations for two cases.

0,y + 20,1 Opb = 0. (B5)

C%eA;@mWf—é«mm2>o

This condition, which says that the gradient of the function W is spacelike,
guarantees, in particular, that this gradient has no zeros. We can, therefore,
use

p=Wi(tp)
as a new coordinate. We use this freedom for performing a coordinate
transformation (¢, p) — (i, p) such that

oW
:&Wﬁ+%ﬁm dp = 0,W dp + O,W dt .

The second equation is just the differential version of the definition of p.
We have to check if the first equation defines, indeed, a function ¢. The

equations
~ at
ot =0, , Ot = —— 3
can be satisfied only if the integrability condition
82
EW = -5
c
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is satisfied. This, however, is guaranteed by the field equation, see (B1).
Our new coordinates satisfy

A — di = (9,W dp -+ O, dt>2 — A (o,W dt + &de)Q

2
2 1 2 2 2 7,2
= (W) = (@W)*) (dp” = *at?).
Note that the factor on the right-hand side is positive by assumption. There-
fore, we can replace the function v by a new function 7, defined by

2y
e
e27 _

@) = 50w

Then the metric reads
gudatdr” = e2i1m2v (dﬁ2 — CQdfz) + e W5dp? + e*d2?

In the following we drop the tildas. Now we have to evaluate our field
equations (B1) to (B5) with W(t, p) = p. (B1) is automatically satisfied.
(B2) becomes

1 1
83@/} + ;@W - gaz?@/} =0. (B2')
(B3) and (B5) can be solved for the partial derivatives of ~,
1
o0 =p((@0) + 5 00)), (B3
o = 2p0,000.  (B5)

(B4) is then automatically satisfied. Note that (B2’) is a differential equa-
tion for v alone. We can solve this equation with a standard separation
ansatz. After splitting off the time part we are left with the radial part
of the Laplace equation in cylindrical coordinates which is the well-known
Bessel equation. Therefore the general solution to (B2’) is

W(t,p) = AJy(wp) cos(wt) + B Yy(wp) sin(wt)

where Jy and Yj are the Bessel functions of first and second kind, respec-
tively. While Jj is regular everywhere, Y{ goes to —oco for p — 0. If we
want to have a solution that is regular on the axis we have to choose B = 0.
Having solved (B2’), we can determine «y from (B3’) and (B5’). It is obvious
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that the solution v is unique up to an additive constant. Existence of the
solution is less trivial. We have to check if the integrability condition is
satisfied:

o{o((@0) + 50w)")} £ {200,000},
(20,0000, + S00070) L 20,0000 +2 0B D + 2 08,0507

! 1 1
0+ 2patw(;@pw + 0k — 0.
We see that the integrability condition of (B3’) and (B5’) is just the equa-
tion (B2’). This guarantees that to every solution of (B2’) we find a cor-
responding ~ such that all components of the vacuum field equation are

satisfied.

This class of solutions describes gravitational waves with cylindrical sym-
metry. For B = 0 they are well-defined, as source-free vacuum solutions,
on all of R*. There is a coordinate singularity on the axis, as always when
using cylindrical polar coordinates, but no curvature singularity. This class
of vacuum solutions was (re-)discovered by A. Einstein and N. Rosen [“On
gravitational waves” J. Franklin Inst. 223, 43 (1937)]. In an earlier ver-
sion of this paper, Einstein and Rosen had interpreted the coordinate we
called ¢ as a non-periodic, Cartesian-like coordinate and, correspondingly,
the waves as planar rather than as cylindrical. The (coordinate) singularity
at p = 0 gave them the impression that this solution is unphysical and they
even concluded from this observation that gravitational waves do not exist
in the full non-linear theory. Einstein and Rosen submitted their paper
with this (completely false) conclusion to Physical Review. The Editor sent
the article to a referee (which had never been happened to Einstein before)
who pointed out that the conclusion was erroneous and that, actually, the
solutions are cylindrical. Einstein was so angry about the fact that his ar-
ticle had been sent for refereeing that he withdraw the paper and decided
never again to publish in Physical Review. After H. P. Robertson (who, as
we know now, was the referee) explained to him his error, Einstein wrote
a completely new version of the article (N. Rosen had left for Russia by
that time) which was then published in the Journal of the Franklin Insti-
tute. The cylindrical solutions presented in this paper are now known as
Einstein-Rosen waves although they had already been found by Beck 12
years earlier.

102



Case B : (9,W)° — C—IQ(ath =0, 9,W #0

This condition says that the gradient of the function W is lightlike and
non-zero. Then we have

1
8pW - :l:gatW

Here and in the following, either the upper sign or the lower sign holds.
The components (B3) and (B5) of the field equations read

PW oW (9 %% 9
= O F L0+ (atw) (9,0)" =0
82W 8 |1.% 8 7%
O — 0y & apwtz/} —0.

%4 W
Subtracting the second equatlon from the ﬁrst yields

1
Opth = £—0),

le.,
Y(t,p) = flct£p).

Upon inserting this result into (B4), and using that 0, has no zeros, we
find

1

ie.,
Y(t,p) = p(ct £ p) + q(ct F p) .

With these results our metric takes the form
Gudatds” = — <e2p—2f(cdt + dp)) <e2q(cdt ¥ dp)) + e W2 + 2 d2?

We replace ¢ and p by new coordinates (71, 17) such that

This is possible as the integrability conditions are obviously satisfied. Then
the metric reads

gudrtdr” = 2dadd + Cyy (@) dp* 4 Coo(it)dz*
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where we have used that f and W depend on ¢ & p only which, in turn, can
be expressed in terms of @ alone. Metrics of the form

Gudr'de’ = —2didv + Cap(i)ditdX?

are known as Rosen waves. They were discussed in a paper by N. Rosen
which he wrote after he had left Princeton for the Soviet Union [N. Rosen:
“Plane polarized waves in the general theory of relativity”. Phys. Z. Soviet
Union 12, 366 (1937)]. With our metric ansatz we have found only those
Rosen waves for which the matrix Cyp () is diagonal; one gets the general
class if one drops the assumption of the ¢ lines being orthogonal to the z
lines.

The Rosen waves are actually locally isometric to the plane waves we have
studied in the preceding section in the Brinkmann coordinates. We demon-
strate this for the case that the matrix C4p is diagonal.

We start out from the metric in Rosen coordinates with

)= ("0 o)

We express the Rosen coordinates (@, v, 2, #%) in terms of new coordinates
(which will turn out to be the Brinkmann coordinates) (u,v, 2!, 2?) by

1<é1(u) (212 + éa(u) (x2)2) ,

u=1u, V=0 — =
2 \ej(u) es(u)

Then
gudade” = —2duds + ¢ (di')’ + €3 (d7?)”
_ 161 1 1 1 é2 9 9 1 él ) 1 62 -
= —2u{dv — 5 Cartde! = Paatda® =5 () (e (C) ()

€1 2 €2 €1 2 €2

+€1<d$ —61 1du> +62(dx2_ 2du>2

—2dudv+dud:z: /% /% +dudx /% /6%
€1 €9
2f (G ¢ 2, (G € 2,4 2,22 2 1\2 212
+du {(61 %)(wl) +(62 é (m) +%@f)/+%%)/ -l—(dx) +(dz?)? .



This is precisely the form of a plane wave in Brinkmann coordinates,

guwdr'dr” = —2dudv + hap(u)ztcPdu® + (dz')? + (da?)?,

with )
éu)
_ €1
(hap(u)) = 0 €a(u)
€2
The vacuum field equation requires
é(w) e

€1 €9

The other cases, where the gradient of W is timelike, or where it changes its
causal character from point to point, will not be treated here. The latter case is
of relevance for colliding waves.

8.3 Robinson-Trautman solutions

While plane waves are associated with bounded sources only approximately,
at a large distance from the sources, and cylindrical waves are not associated
with bounded sources at all, we will finally study a class of solutions that do
give a valid description of gravitational radiation from bounded sources. It was
constructed by I. Robinson and A. Trautman [“Some spherical gravitational
waves in general relativity” Proc. Roy. Soc. London A 265, 463 (1962)] in
analogy to the Liénard-Wiechert field from electrodynamics. The latter is the
electromagnetic field of an accelerated point charge in Minkowski spacetime.
The radiation field propagates along the lightlike geodesics (i.e., lightlike straight
lines) that issue from the worldline of the point charge into the future. These
lightlike geodesics, which generate the future light-cones from the events of the
worldline of the charge, are hypersurface-orthogonal, shear-free and expanding.
The basic idea of Robinson and Trautman was to construct vacuum solutions
to Einstein’s field equation which admit a family of lightlike geodesics with the
same properties. One could then interpret these lightlike geodesics as the rays
of gravitational radiation.

We begin by writing down the general form of a spacetime that is foliated into
lightlike hypersurfaces. These hypersurfaces, which generalise the light-cones in
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Minkowski spacetime, can be written as hypersurfaces ¢ = constant where o is
a scalar function with a lightlike gradient,

g""0,00,0 =0.
We define a vector field K*9, by
K" =g¢"0,0.
Clearly, this vector field is lightlike,
g K"K = gﬂyg“pﬁpag”\@a = gpA8p08A0 =0,
and geodesic,
0=g¢"0,00,0 = 0=V, (g“”@,p@ya) = 2¢""0,V 0,0

=2K" (8A8V0 — FT/\VO') = 2K" (8V8AJ — FT,,,\J) = 2K"V,0\0c =2K"V K)o .

Note that the vector field K*0, is tangent to the hypersurfaces o = constant
and at the same time orthogonal to them.

817 82

o = constant

We can choose coordinates 2! = &, 22 = n, 23 = p and 2* = ¢ in such a way
that

This can be achieved by assigning the value p = py to a hypersurface that is
transverse to the hypersurfaces ¢ = constant and dragging it along with the
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flow of K*#0, to get the other hypersurfaces p = constant; the coordinates &
and 7 have to be chosen transverse to o, but arbitrarily otherwise, on the initial
hypersurface p = py and are then again fixed by dragging them along with the
flow of K#0,. By construction,

0

gt = gt W5451 = ¢" 0,00, = K'0,& = 8i 0,
24 vl o2 v v 877

g —g “55—9”80@77—](&77— =0,
dp

P = g% = ¢"6L58 = ¢ 0,000 = K" O,p = gp -1,
p

g*t = g"6,6, = " 0,00,0 =0.

This demonstrates that the contravariant components of the metric can be writ-
ten as

P2’711 P2712
P2712 P2,Y22
a b
0 0

(9") =

11 12
with  det <712 722> ~1.
7y

— 0 o Q
o~ O O

Here we have used that the two-surfaces parametrised by & and 7 are spacelike, so
the determinant of (gAB ) must be positive. (As before, capital indices A, B, . ..
take values 1 and 2.) From the minors of the matrix (¢"”) we read that g3; =
g3z = (g33 = 0, hence

68 = g4,0"" = gac9“? = gac PP = (v Hac = Plgac.

We will now add the condition that K*9, should be shear-free and expanding.
Twist, expansion and shear of the lightlike vector field K*#9, are defined as

1
twist : QAB = §(VAKB - VB[(A) )
expansion : O = VK4,
)

1
shear : Yy = §(VAKB+VBKA) — EgAB.

In the case at hand,

1
V,uKV - vual/o- = 8,uﬁua - F/\/u/a)\o- =0— 59)\7— (8/Lng/ + 81/97’,u - 87'9#1/) 5?\
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1 43
- _5 g 1 (8u 93(1)/ + 0, 93u
= = =0

1
- 83g/u/) = 583g/w .

Hence, the twist vanishes, Q45 = 0. (Quite generally, the property of being
hypersurface-orthogonal is equivalent to being twist-free.) To calculate the ex-
pansion, we observe that the Jacobi formula

O3 (det(y)) = trace (7_1837)

applied to the matrix v = (y4?) results in

0= (7_1)A3837AB )

hence

| 1 1
O = g7V aKp = 59" 0sgap = —59ap0sg"" = — Py apds(P*y7)

1
= —§P‘2(7‘1) AV B2P0sP = —2P 03P .

Finally, we find the shear as

1 1
Lap = 505945 + P71 0sPgap = 505(P(v Da) + P (77 ap0sP

1

= §P_2(93((7_1)AB> .

We assume that the shear vanishes, i.e., that 03 ((7_1) AB) = (0. This condition is
equivalent to 9;74% = 0. If we choose the coordinates ¢ and 1 such that v4% =
548 on the initial hypersurface p = py, this condition will hold everywhere, so

the contravariant components of the metric simplify to

P2 0 a0
0 P20b 0
Y _
(g ) a b c 1
0O 0 10
This matrix can be easily inverted,
P2 0 0 —P2a
(g0) = 0 P2 0 — P72
) =1 0 0 0 1 ’
—P2a —P72 1 —c+ P2+ P2
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so the metric reads
gudxtdr” = p? <(d§ — ad0)2 + (dn — bd0)2> +2dpdo — cdo® .

This is the general form of a metric that admits a hypersurface-orthogonal,
shear-free geodesic lightlike vector field.

Finally, we add the conditions that the expansion is non-zero and that the vac-
uum field equation R,, = 0 holds. We begin with the 33-component of the field
equation.

0= Rs3 = R, K'K" = K*(V,V.K™ — V.V, ,K")

=K'V, V,K" =V, (K'V,K") + V,K'V K’
=0

1
= 03(VAK? +0) + VAKPVEKA + 0= 0,0 + ZgBO 9P 939400595D

4
— 0,0 + %(5305‘4’383 (P~%0ac)05(P*6pp)

P4 -3 2:BcA 3@ @2
—p-2 =

Quite generally, evaluating the expression R, K"K" results in a differential
equation for the expansion © along the integral curves of K*0, which is known
as the Raychudhuri equation. In the case at hand, assuming R33 = 0, it simply
reads

00 C&

a2
Now we use our assumption that © # 0. Then we can integrate the Raychudhuri
equation,

200 00! B

2

As p was introduced by assigning a value pg to an arbitrary hypersurface trans-
verse to the lightlike hypersurfaces o = constant, we are free to make a coordi-
nate transformation p — p — f(&,m,0). Then we have

2 :_P(8P>—1 N or P

o p

P:@

dp
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d(pP oP P
(p ):P+p—:P—p—:0.
dp dp p
So our assumption that (at least the 33-component of) the vacuum field equation

holds and that © # 0 has led to the conclusion that

0
p:= p P satisfies D _y.
dp

—

So we can write the metric as

2

2

gudatdr” =
p

((dg—ado)*+(dn—bdo)*)+2dpdo—cdo®  with dyp=0.
For evaluating the vacuum field equation, we now have to calculate the other
components of the Ricci tensor for this metric. This is straight-forward but
rather tedious. Mathematica gives the following results.

o 83(,048361)
R13 - 2p2p2 9
3(p"3D)
Ro3 = o
RH — R22 = 2L];4 <p2(83a)2 — p2(83b)2 — 2]92 (2(925 —+ p8283b — 281& — p@ﬁg&)) ,
Ry = 2%4 (0?05 05t + p* (2020 + padsa + 201 + pidsb) )

The first two and the last two equations can be combined in complex form,
respectively, if we introduce the complex function z := a + b,

D3(p*032)

R  Roz =
13+ i3 22

9

Rll — R22 + Qing = QL;?ZL (,02(832’)2 + 2]?2 (@1 + 262) (22 + pagz)) .

The vacuum field equation requires Ri3 + iRs3 = 0, hence
P05z = v — z:u—gip?) with Osu = 03v = 0.
Inserting this result into the equation Ry; — Roo + 21 R = 0 yields
0= 0" +2°(91 + idh) (2up” + ") .
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By comparing equal powers of p we find
v=0 and (0)+i0))u=

i.e., the function z = a + ib = u is independent of p = 2% and analytic in the
complex variable & +in = z! + iz?,

Dz=0, (01+1i09)z=
The second condition means that, if real and imaginary parts are written sepa-
rately, the Cauchy-Riemann equations
da  0b da  0b
o o’ Onp O
hold.

On the basis of these observations we will now show that ¢ and b can be trans-
formed to zero. To that end we perform a coordinate transformation of the
form

¢ =alf,i5), n=pBEn5), o=v0), p=—L1

where a4 /3 is an analytic function of € + i7, i.e.,
Ja  0f oo op
%o 57 o
We choose a and 8 such that

Oa 00
"(5 - — b "5 = —
W@ =52, ) =5
Such a choice is possible because a and b are independent of p and satisfy the

Cauchy-Riemann equations, which guarantees that the necessary integrability
conditions are satisfied,

iy Jdada  0adf obopB  Oboa 0
(076 - w>@wgﬁwg <>wa@w0 2 (176).
0 (i (Pada  Dadp b8 oboaN _ D .
%mww—w>@wfﬁmﬁ <(%%+%%)agwuy

Under such a transformation the form of the metric is preserved, with

e () =5 (G ()
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a=0, b=0, é=cy(5)
If we perform such a coordinate transformation, and then drop the tildas, the
metric takes the simple form

Gudztdx” = (d€2 +dn*) +2dpdo — cdo® (RT)

v'@|b

and c(&,m, p,0).
For this metric we now calculate the remaining components of the Ricci tensor,
Again with Mathematica, we find

with functions p(¢, 7, o

Ri1 + Ry = %(33@0) —4pO4lnp — Alnp)
where we introduced the modified Laplace operator
A =p* (07 +03).
Integration of the equation Ri; + Ry = 0 yields
c=2p04np+ Alnp — 27m with d3m =0. (%)

With this input we find that Rs4 = 0 is satisfied while

(%m 82m

5 R24 —_ .
P p?

Ry =
Hence, the equations R4 = 0 and Rys = 0 require m to be a function of o only.
Finally, the remaining component of the Ricci tensor is

d
Ry = —(A2lnp + 12mOylnp — 4 m)
22 do
The condition R4y = 0 gives a fourth-order differential equation for p which is
known as the Robinson-Trautman equation,

d
A?lnp + 12mosdnp — 4dm 0.
o

We can now summarise the procedure of how to construct a Robinson-Trautman
vacuum solution. We choose a function m(c). With this function, we have to
find a solution p to the Robinson-Trautman equation. With this p and the
chosen m, we define a function ¢ via (x). Then the metric (RT) is a solution to
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Einstein’s vacuum equation with the integral curves of 0/dp being a twist-free,
shear-free, geodesic lightlike congruence with non-zero expansion.

Clearly, the Schwarzschild solution must be included. To verify this, choose for
m a positive constant. Then the Robinson-Trautman equation is solved by

1
p = 1—'—1(52—’_”2)7
because
Oynp =0, Alnp=1.
In this case the function ¢ reads

2 2
c:Alnp——mzl——m.
P P

We express the coordinates £ and 7 in terms of new coordinates v and ¢ via
S 0 i
§ +in = 2tang e’
which is the stereographic projection mapping from a sphere to a plane. Then
4 sin?Y Cos2g do? + di? siny dp? + dy?

2 2 _ 2 _
d§” +dn” = 7 = e, :
cos'y cos’§

_ 1 2 2\ 29
p_1+1(€ *”)‘”ta“?‘cos%’

so the metric reads

2
gudatdx” = 0’ (sin219 do? + dﬁz) + 2dpdo — <1 — —m>d02 :
P

If we rename (p, o) — (7, £ct) we recognise the Schwarzschild metric in ingoing
and outgoing Eddington-Finkelstein coordinates, respectively.

The Robinson-Trautman class of solutions also contains the socalled C-metric
which describes a uniformly accelerated black hole. It can be viewed as the
gravitational analogue of the Born-Schott electromagnetic field produced by a
uniformly accelerated charge. Just as an accelerated charge produces station-
ary electromagnetic radiation, the C-metric describes stationary gravitational
radiation.

Other Robinson-Trautman solutions describe non-stationary gravitational ra-
diation produced by bounded sources. At the level of exact solutions to Ein-
stein’s field equation, the Robinson-Trautman metrics are the most realistic
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models of gravitational radiation we have. As they do not include any (over-
idealised) symmetry assumptions, their variety is much richer than that of
the Brinkmann or (Beck-)Einstein-Rosen solutions. For a detailed discussion
of Robinson-Trautman metrics, including the C-metric, see J. Griffiths and J.
Podolsky: “Exact Space-Times in General Relativity” Cambridge University
Press, 2009.

There are several generalisations of the Robinson-Trautman solutions. In par-
ticular, the condition of the rays being hypersurface-orthogonal (twist-free) has
been dropped. This is important to include rotating sources. A twisting null
congruence can be rather complicated. In Roger Penrose’s twistor formalism any
twistor is associated with a certain twisting, shear-free, geodesic null congruence,
called a “Robinson congruence”, on (complexified, compactified) Minkowski
spacetime. The picture below is a hand-drawing by Roger Penrose. It shows
a time-slice of a Robinson congruence.
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